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ABSTRACT 

Ruohonen, Toni 
Improving the operation of an emergency department by using a simulation 
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Jyväskylä: University of Jyväskylä, 2007, 164 p. 
(Jyväskylä Studies in Computing 
ISSN 1456-5390; 77) 
ISBN 978-951-39-2856-8 (PDF), 978-951-39-2847-6 (nid.) 
 
During the past few years the efficiency in health care has not been as good as 
expected, and a need to improve the operations in different units has arisen. The 
operation of acute care units, emergency departments especially, is generally re-
garded as inefficient. Waiting times are too long and patients have to spend too 
much time in the process before being discharged, forwarded or even seen by a 
doctor for the first time. 

Although it is quite easy to develop new alternative proposals for these 
kinds of problems, the difficulty lies in finding the best solutions and validating 
their effects on the whole operation. Because hospital environment is very com-
plex and contains many random features, appropriate and effective tools should 
be used in improving the operations there. These tools should be able to show the 
effects of different alternative solutions before being implemented, to avoid risk-
ing or disturbing other everyday activities. 

A suitable tool for the purpose is simulation, which in decision making can 
give important information on the present operation and on the effects of pro-
posed alterations. In many studies, simulation has been used to model the opera-
tion of an emergency department, using patient waiting times and throughput 
time as the main target variables. However, in these studies the solutions have 
mainly been sought only from a single point of view. Under examination have 
usually been either resources or processes or in some rare situations both. This 
kind of an approach is very narrow and provides only small and local improve-
ments.  

In our study, simulation was used to create a new universal mode of action 
for emergency departments. Processes, resources and technological solutions 
were taken under examination. The focus was on the main patient process: this 
made it possible to find solutions, which would reduce passive waiting time, de-
crease the throughput time and still keep the quality of care at a good level.  

The results of the simulation run showed that implementing all the solu-
tions proposals at the same time would decrease the patients’ length of stay over 
40 %. As can be seen from the results of this study, with the use of new technolo-
gies, alternative strategies, and resource reallocation it is possible to improve the 
operation of different heath care units and meet the challenges in the health care. 
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1 INTRODUCTION 

Public services are an important talking point today. Everyone wants good ser-
vices but what counts as good can be interpreted in many different ways. There 
are usually different demands for different services. In health care, the main re-
quirements are the quality of care and efficiency. People expect to be diagnosed 
as soon as possible, without any unnecessary waiting, and be treated with good 
care through the whole process.  

 During the past few years the efficiency in health care has not been as 
good as expected, and a need to improve the operations in different units has 
arisen. The operation of acute care units, emergency departments especially, is 
generally regarded as inefficient. Waiting times are too long and patients have 
to spend too much time in the process until they are discharged, forwarded or 
even seen by a doctor for the first time. These things have created dissatisfac-
tion among patients and personnel.  

However, patients and personnel are not the only ones who are not satis-
fied with the situation. If the operation is inefficient, it increases costs as well, 
and this should be of concern to the decision-makers. These things are present-
ing an extreme challenge to health care managers, who have to solve these 
problems somehow. 

Attempts to improve operations usually consist of hiring more staff or 
equipment. Insufficient resources are thought to be the cause of the problems, 
which include inefficient operations as well. Although hiring new employees 
and purchasing new equipment may make the operation more efficient, it in-
creases the costs as well. This is not desirable where cost-effective solutions are 
being sought. Operations should be improved without increasing costs, which 
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should be lowered instead. That is why the solutions have to be sought from 
somewhere else than personnel hiring.  

There are, in fact, other ways to approach and solve these problems. Be-
sides employing more personnel, the operation can be improved by examining 
the processes, allocating existing resources more effectively and using techno-
logical solutions. This kind of improvement can decrease the passive waiting 
times, which truly is the biggest problem in today's emergency departments. 

Although it is quite easy to develop new alternative proposals for these 
kinds of problems, the difficulty lies in finding the best solutions and validating 
their effects on the whole operation. At this moment these decisions are based 
mainly on the experience of managers and staff or they are evaluated with tra-
ditional and analytical methods, which cannot take all the variables into ac-
count very efficiently. Decisions based only on experience and analytical meth-
ods can be very risky and costly as well. Because hospital environment is very 
complex and contains many random features, appropriate and effective tools 
should be used in improving the operations there. These tools should be able to 
show the effects of different alternative solutions before being implemented, to 
avoid risking or disturbing other everyday activities. 

A suitable tool for the purpose is simulation, which has been used in the 
manufacturing industry for decades to examine processes and product flows. It 
has been used to make the operation of different production lines more effective 
by reorganizing the operations in the process. During the past few years it has 
enhanced its popularity in health care as well, because there is a certain analogy 
between manufacturing industry and health care. Both systems consist of proc-
esses, which is why simulation can be used as a decision support tool. Simula-
tion in decision making can give important information on the present opera-
tion and on the effects of proposed alterations in health care as well.  

In many studies, simulation has been used to model the operation of an 
emergency department using patient waiting times and throughput time as the 
main target variables. However, in these studies the solutions have mainly been 
sought only from a single point of view. Under examination have usually been 
either resources or processes or in some rare situations both. This kind of an 
approach is very narrow and provides only small and local improvements. If 
the aim is to improve the operations on a larger scale, processes, resources and 
technological solutions should be taken under examination.  To be able to ex-
ploit these solutions more widely than just within a certain unit they should be 
examined at a general level. It is possible to do that by concentrating on the 
main process of the ED. 

In our study, simulation was used to create a universal mode of action for 
emergency departments. Processes, resources and technological solutions were 
taken under examination. The focus was on the main patient process: this 
makes it possible to find solutions, which would reduce passive waiting time 
and still keep the quality of care at a good level. Alternative solution proposals 
were developed with the staff in order to create solutions, which would follow 
the hospital protocols and be appropriate for implementation. The main idea of 
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the scenarios developed is to find answers to the problems encountered and in 
that way reduce patients’ passive waiting time and decrease the throughput 
time. When passive waiting time is reduced, it increases patients' and personnel 
satisfaction as well. 

This study starts with an introduction to simulation. In Chapter 2 the basic 
operation of simulation and its use are described. The research method is then 
introduced making it easy to understand how the method works and how it can 
be used. 

After the introduction, the use of simulation in health care is considered in 
Chapter 3. Relevant literature is reviewed and all the simulation studies known 
to the author and performed in health care and especially in emergency de-
partments are presented. The literature review provides a good and clear un-
derstanding of how simulation has been used in health care earlier and of the 
kind of solutions that have been found by using it. 

After the method has been introduced and the earlier studies presented, 
the actual simulation project phase is described in Chapter 4. The simulation 
project as well as the model development is described phase by phase. The op-
eration of the model is described at a very detailed level in order to give a clear 
understanding for health care personnel about how the model was constructed. 
Without detailed examination it would be impossible to validate the present 
operation of the model or construct new solution proposals properly. 

Chapter 5 concentrates on the use of the model. The developed and vali-
dated model is used to test and present solutions for problems found by taking 
into account processes, resources and technological solutions. First the bottle-
necks are located and then the best solution proposals and their effect on the 
patient process are described. These are tested separately as well as together in 
order to find out the effects on the efficiency of an ED in every situation. 

In Chapter 6 other possible application areas are discussed, among them a 
simulation of a clinical laboratory. 

In Chapter 7, the last chapter, the results of this study are summarized and 
possibilities for future exploitation of the developed model are discussed. 

 
 
 
 



 

2 SIMULATION AS A RESEARCH METHOD 

Simulation has many definitions. On a basic level it is thought to mean mimick-
ing. This is a definition which most people are familiar with and it is usually 
related to real life situations. Child's play is a good example of this kind of 
simulation. There are also many other everyday situations, where simulation 
can be exploited very efficiently.  

However, when we are talking about simulation as a scientific research 
method, the definition is a little bit broader. In science and especially in com-
puter science, simulation refers to a numerical method which can be used to 
perform different kinds of tests by exploiting mathematical models. It is a de-
signing process where a real system is built into a mathematical-logical form 
and experimented with on a computer.  

Simulation is also an experiment, which is a major difference between 
mathematical methods and simulation modeling. Mathematical optimization 
offers usually the most optimal solution, whereas simulation cannot solve the 
problem as such. A simulation model does not search any certain solution but 
calculates only effects based on assumptions. It is used in exploring the qualities 
of real systems under certain circumstances.  Only by analyzing the operation 
of a modeled system, it is possible to draw conclusions related to the optimal 
solutions. 

Activities and operations should be simulated in cases where it is impos-
sible to solve the model mathematically in a closed form. Contingency, nonlin-
earity and dynamics are the factors which can cause this. Static, deterministic 
and linear models are usually possible to solve with mathematical models (Law 
& Kelton, 2000) (Pritsker, 1986). 
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2.1 Simulation models 

Simulation models are dynamic and may include nonlinear and contingency 
elements. They are an important part of the operation research along with op-
timization models. Simulation models can be defined to be models of reality 
which does not include unsolved equations or inequality of decision and target 
variables. A generic simulation model is shown in Figure 1. 

 

FIGURE 1  A generic simulation model 

In simulation modeling, changes in a state of a system can occur at discrete in-
stants in time or continuously over time. The discrete instants in the simulation 
model can be constructed stochastically or deterministically. The way how 
these are established depends on the system being modeled and the nature of 
model inputs. There are four types of models used in simulation: 
 

• Continuous simulation model 
• Stochastic simulation model 
• Deterministic simulation model 
• Discrete event simulation model 

 
The principles of these models are presented in the following sections. Con-
tinuous, stochastic and deterministic simulation models are presented at a fairly 
coarse level. The main focus is on discrete event simulation, the type of which 
we are using in this study. 

2.1.1 Continuous simulation model 

Continuity in simulation means that the main interest is not in single events 
(they are not differentiated) but that the model consists of state variables and 
their relations instead. Continuous simulation model can be said to be a repre-
sentation of a system in which state variables change continuously with respect 
to time (Figure 2). The results are usually illustrated with time series or over 
time changing graphs (Law & Kelton, 2000). Running the model with a certain 
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set of parameters always generates a graph. A good example of this kind of 
simulation is, for example, a definition of a flight path of an airplane.  

 

FIGURE 2  The development of a continuous state function over time 

In continuous simulation the intention is not to generate artificial statistical 
data, the way it is done in discrete simulation, by using random number gen-
erators. The main idea in continuous simulation is to find out the dynamic be-
havior features under examination. Stochastic numbers are not needed, nor 
random ones. The model is executed by using few, closely selected sets of pa-
rameter combinations which represents situations such as a “pessimistic” op-
tion and an “optimistic” option (Law & Kelton, 2000). If the model is executed 
for example 100 times and certain parameters change according to desired ran-
dom distributions, this would result in 100 graphs. The analysis of all those 
graphs would be very difficult if not even impossible.  

2.1.2 Stochastic simulation model 

Stochastic simulation model is a model where all the random features have 
been taken into account. In these models results and events are impossible to 
know in advance. 

2.1.3 Deterministic simulation model 

Deterministic model is a model which doesn’t include any random features. In 
these kinds of models events and results can be determined with certainty 
based on initial values. 

2.1.4 Discrete event simulation model 

Discrete event simulation is one way of developing a model to observe the dy-
namic behavior of a proposed system. There are several key parts in this kind of 
simulation system (Figure 3): 
 

• Entities and their relations (logical statements) 
• A simulation executive 
• A central clock 
• Random number generators  
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• Results collection and analysis 
 

 

FIGURE 3 Structure of a discrete event simulation system 

Entities and their relations 
Entities are elements of a modeled system found in the real world. In health 
care, for example, these can be human beings, blood samples, documents and 
medical applications. Entities can be either permanent or temporary. Tempo-
rary entities are entities which pass through the model (for example patients) 
while permanent entities remain in the model throughout the simulation (for 
example staff members and medical machines). Usually the main objective of 
the simulation is to observe the behavior of the temporary entities and collect 
information on them. 

Logical relationships define the overall behavior of the model. They link 
the different entities together (for example the staff member entity will process 
the patient entity). Every logical statement is also simple to formulate (Law & 
Kelton, 2000) (Pritsker, 1986). 
 
Simulation executive and central clock 
One of the central components of a discrete event simulation system is the 
simulation executive. It is responsible for controlling the logical relationships 
between the entities as well as the time advance. It provides the dynamic, time-
based behavior of the model. 

However, in order to control the time advance, it is also necessary to have 
a clock in the system. This is, along with the simulation executive, one of the 
key parts of a discrete event simulation system. The central clock is used to 
keep track of time, and it is controlled by the simulation executive, which will 
advance the clock whenever necessary. 
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There are two basic ways for controlling the time advance. These approaches 
are:  

 
• Next event 
• Time slicing 

 
In the case of next event the model is advanced from the time of the present 
event to the time of the next notable event. It means that if nothing is going to 
happen in a certain period of time the executive will move the model forward 
to the next event directly. This kind of jumping behavior makes the next event 
mechanism effective and allows the model to be evaluated reasonably quickly. 
However, if there is a graphical display in the software and the next event 
method is used, the status and movement of entities may become misleading. 
This aspect should be taken into account when using the next event mechanism. 

The time slicing mechanism differs somewhat from the next event mecha-
nism. In the time slicing approach the model is forwarded in time at fixed inter-
vals, for example, every second, every 5 seconds, every 10 seconds, etc. This 
means that the time executive would advance the model in time even if nothing 
happened between the defined time intervals (Law & Kelton, 2000). 
 
Random number generators and results collection 
All the elements mentioned above are key parts in a discrete event simulation. 
In addition, there are two other elements which are vital to any simulation sys-
tem, including discrete event simulation: random number generators and re-
sults collection and analysis. 

Random number generators provide stochastic behavior for the model, de-
fining a variation between certain ranges for every operation in the model. This 
makes it possible to mimic the operation of a real system being modeled very 
accurately. In health care, for example, the operation times of each staff member 
will rarely be fixed but will vary between certain ranges depending on the staff 
members’ skills and on the patient receiving treatment. This is why it is impor-
tant that a simulation system is capable of handling these stochastic features. 
The variations of the operation times are defined in the model usually by using 
a random distribution, such as normal distribution. 

In order to get some meaningful information out of the simulation system, 
it is important to have the results collection and display features implemented 
in the system. These features provide meaningful analysis of the system being 
modeled. They will typically display tabulated data and posses some graphing 
capabilities (Law & Kelton, 2000) (Pritsker, 1986). 
 
Logic description mechanisms in a discrete event simulation 
There are three different ways of representing the logic. It is possible to use 
these approaches for modeling the same system and each should give the same 
results. These mechanisms are (Figure 4): 
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• Event based model 
• Activity based model 
• Process based model 

 

 

FIGURE 4 The development of a discrete event simulation model over time 

 In an event-based model the system is built by defining the events and the con-
sequences caused by the event for the different entities of the model. The actual 
simulation of the system includes monitoring of the defined events and start-up 
of right activities under different events based on the created event list. The 
event list includes all durations of the activities of the model and hence the next 
event is determined by the activity the duration of which is the shortest. An ac-
tivity which is related to a certain event, updates the parameters of the model as 
well as the event list of the model. 

In an activity-based model the activities, to which the entities of the model 
are connected, are described. States which will cause the start-up or the termi-
nation of an activity are defined as well. During the simulation the states of the 
system are observed and the decision about starting or terminating a certain ac-
tivity is made based on the predominant state. If a fixed state is appropriate for 
a certain activity, it will be executed. To be sure that every activity has been de-
fined, it is necessary to examine the whole activity group at every interval point 
all over again. This kind of a model is suited for situations where the duration 
of an activity cannot be defined accurately in advance as the activity is selected 
based on the state of the system. Because every activity needs to be brought to 
completion when the state of the system changes, the model is quite inefficient 
compared to the event-based model. 

Many simulation models include a series of events, which trigger certain 
activities in them. The events can be alike for every process but the conse-
quences of an event for the process are individual. In this case the best discrete 
model is the process-based model. In a process-based model the operation of a 
system can be described as a group of processes related to each other. The 
model also provides a description of the motion of the entities in the system 
(Law & Kelton, 2000) (Pritsker, 1986). 
 



   

3 THE USE OF SIMULATION IN HEALTH CARE 

Health care processes differ quite considerably from industrial processes, which 
is why there are number of things which should be taken under examination 
when simulating such systems. First of all, the operations in health care are far 
more complicated than in other industries. Each patient may be different, the 
occurrence of a symptom is a random event, there is variation in the quantity 
and types of services provided, and different staff members and locations have 
to interact with each other in order to provide the required care.  Secondly, it 
has to be remembered that health care systems are not simply variations of an 
industrial theme; the human side of the problem has to be taken into account as 
well. Patients are not parts, staff members are not machines, and providing care 
is not manufacturing health. 

Besides the differences in complexity, there are other things also which 
differentiate the health care industry from other industries. Because there are 
certain protocols in the health care which have to be followed, the decision 
makers cannot be the technological experts who build the model. The health 
care personnel have to be involved as well. Without health care experts it is im-
possible to develop right kinds of solutions to be implemented in real systems. 

Data collection is also slightly different and more challenging in the health 
care environment when compared to other industries. There is rarely informa-
tion directly available on operation times in health care systems although 
treatment-time evaluation is one of the key parameters in any health care simu-
lation model. Health care systems are usually designed to provide information 
on patients but not directly on the operation times, which is why in the latter 
case the data often have to be collected by observing the operation. There may 
be a lot of variation in treatment times as well, because each patient is different 
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and the time the doctor has to spend with the patient depends on the patient’s 
symptoms and their severity. In manufacturing industry the machines do usu-
ally have quite standardized procedures and operation times for performing a 
certain operation.  

Although there are some differences between health care and other indus-
tries, simulation is a very appropriate method for examining the operations and 
it can be effectively used as decision support tool. Simulation is a tool which is 
able to take the complexity and the stochastic nature of health care systems into 
account. It also has to be remembered that in the field of health care it is not 
possible to test different solution proposals in real environments, as this might 
put the patients and the work in the hospital in jeopardy. Real patients and real 
personnel cannot be used for testing different activities, even though this might 
improve the operations, because the consequences of such an approach might 
be serious (Healy, et al., 1997) (Farrington, et al., 1999).  

Simulation has been used more frequently in other industries, but there 
are also studies where simulation has been used to model the operation of dif-
ferent health care units using patient waiting times and throughput times as the 
main target variables. These simulation studies will be reviewed next. The main 
aim is to examine how simulation has been used in health care and what kind 
of solutions have been found in these studies. 

The review is divided into two parts. First, we examine studies where the 
operation of an emergency department has been under development. These 
studies relate directly to our study and provide information on the research 
work which has been performed in this area before. Secondly, we examine 
simulation studies performed in other health care units. This kind of an ap-
proach can yield information that is useful for our study as well. 

3.1 A review of the Emergency Department simulation studies 

Emergency department operations have been studied during the past few dec-
ades in many different ways and with many different methods. Solutions for 
the problems have been sought with the help of statistical methods, process 
analysis, mathematical modeling, etc. However, emergency department opera-
tions are very complex and wrought with uncertainties, which is why simula-
tion has gained more popularity as an effective research method during the past 
few years. Simulation has been employed to find answers to problems such as 
too long waiting times, too long LOS (Length of Stay), ineffective resource allo-
cation and too low resource utilization. How simulation has been used in im-
proving the operations of an ED is examined in this chapter. The examination is 
done from two different points of view, from the viewpoint of resources and 
from the viewpoint of processes. 
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3.1.1 Improving the operation of ED by allocating resources effectively 

Resource allocation has been noticed to have an enormous effect on the opera-
tion of emergency departments during the past years. Often the resources are 
wrongly proportioned to patients on different shifts. Re-allocation of resources 
can create quite big effects on the selected target variables. The usual target 
variables are the waiting times and LOS. Let’s first have a look on the simula-
tion studies where the decision variables have been resources (doctors, nurses, 
technicians, etc.). 

Saunders, et al. (1989) performed a simulation from a general resources 
point of view. Their intention was to examine the effects of resource allocation 
and laboratory operation changes on the throughput time of patients, queue 
sizes and resource utilization. Their results indicate that resource allocation has 
a considerable effect on the operation of an emergency department. Lane, et al. 
(2003) came to the same conclusion. They noticed that, by reallocating the re-
sources carefully, bottlenecks located could be partially dissolved. Their study 
also emphasizes the importance of bed occupancy. 

  Several other researchers and research groups have conducted similar 
kinds of research. Kirkland, et al. (1995) showed that the throughput time of pa-
tients in the emergency department can be reduced by over 38 minutes by allo-
cating the resources in the most effective way. Evans, et al. (1996), for their part, 
concentrated on the throughput time problem by examining work shifts. The 
best scenario decreased the throughput time by a little over five minutes. 
McGuire found the answer from resource allocation as well. By reorganizing 
shifts he managed to reduce the throughput time by 50 minutes. 

In the studies described above, all the resources in the emergency depart-
ment were under examination. However, in several studies in the literature the 
focus has been only on certain resources at a time. Kumar & Kapur (1989) for 
example focused only on nurses and their efficient allocation. The same kind of 
work was undertaken by Draeger (1992) who examined the utilization of 
nurses. The intention in both of these studies was to decrease the throughput 
time of patients in emergency departments. 

Doctors were studied by Chin & Fleisher (1998). Their main objective was 
to examine patients' waiting times and doctors' idle time. They showed that by 
making the doctors more effective (by increasing utilization) in the ED, it was 
possible to decrease both the patients' average throughput time as well as their 
long throughput times. Rossetti, et al. (1999) focused in their study on doctor 
resources as well. Their results show that by adding an extra doctor on the shift 
from 10.00 am to 18.00 pm decreases the throughput time by 14.5 minutes per 
patient. In addition, the number of patients staying long in the ED is reduced. 

Centeno, et al. (2003) concentrated also on the resource allocation but ap-
proached the problem from a slightly different point of view to that of the pre-
vious researches. They developed a tool where simulation and optimization are 
combined. In that tool the simulation model defines the need of resources for a 
certain period of time, and also specifies all the special condition requirements 
and operation times. The results of the simulation model are fed into an optimi-
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zation model which defines the optimal resources (nurses) for a given period of 
time. The simulation model and the optimization model were integrated by us-
ing VBA (Visual Basic for Applications). 

All the studies above focused on finding solutions on resource allocation. 
The other way to approach the problem is through processes. From the proc-
esses point of view there are quite a many studies in the literature as well. We 
will have a look at those studies in the next chapter. 

3.1.2 Improving the operation of the Emergency Department by using 
processes as the main decision variable 

When the development is undetaken from the processes point of view, the main 
objective is to find solutions which would have a positive effect on the selected 
target variables (reduced waiting times, LOS, etc.). Blake & Cater (1996) have 
been working on this area of research. These two researchers examined patients' 
waiting times in the ED and noticed that there were two things which had a 
major effect on the selected target variables. These things were the accessibility 
of doctors and teaching. If the doctors were always available, without having to 
spend so much time on teaching younger doctors, the waiting time of patients 
would decrease. 

Usually when bottlenecks are located, it is the time to start searching for 
answers as to the reasons for them. There are many ways to do that, one of the 
most popular being reconsideration of the processes. Work along these lines has 
been done for example by McGuire (1994) and Freedman (1995). Both of these 
researchers' main objective was to decrease throughput time for patients in the 
emergency department by changing the operation and selecting the most effec-
tive scenarios for implementation. 

While McGuire and Freedman took all the processes under examination, 
Centano, et al. (1995), Lange (1997) and Conolly & Bair (2004) concentrated only 
on certain solutions. These specific solutions were the fast-track solution and 
the triage definition. Centeno, et al. focused only on the fast-track solution and 
showed that this solution would decrease the total average throughput time for 
patients by 25 %. Lange, for his part, took the triage definition under examina-
tion. The results of his model indicate that when the triage-method is used, the 
number of patient visits would decrease by 20 %. Besides that, the waiting times 
would decrease by 40 %. Conolly & Bair took both of these aspects under study 
in their research. Their results show that the triage-method decreases bottle-
necks in X-ray services and operation times for high priority patient, but at the 
same time substantially increases operation times for patients whose priority is 
lower. 

Besides process descriptions and resource allocation there are some other 
entities which can be selected as decision variables as well. This kind of entity 
can consist, for example, of the amount of beds. Studies, where the number of 
beds was used as a decision variable, have been examined in the study of Ba-
gust, et al. (1999) and Brailsford, et al. (2005). Bagust, et al. considered bed de-
mand caused by patients who are transferred to hospital and risks of inade-
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quate bed capacity for patients who require immediate admittance. The results 
of the simulation run indicated that risks exist if the bed occupancy is over 85 % 
and a patient’s treatment can be endangered if the bed occupancy exceeds 90 %. 
Brailsford, et al. for their part studied the same problem by using analytical 
method in addition to simulation. The model showed that the final placement 
of patients had a major effect on the patient’s throughput time. 

A study  similar to that of Brailsford et al., considering static and dynamic 
combination, was conducted by Martinez-Garcia & Mendez-Olague (2005). The 
results of their study show that a combination of static and dynamic modeling 
can be used effectively in improving the operations of ED. They used this mixed 
technique in testing the triax-method where a nurse and a doctor were in the 
same team. This solution reduces the total throughput time of patients in the 
ED. They also found out that by increasing space in the way that the bed occu-
pancy could be arranged better improve the operation of the ED as well.  

Gonzales, et al. (1997) used a so-called mixed-technique in their research 
as well. Their main intention was to show that by using the concept of TQM 
(Total Quality Management) and simulation animation, the quality of an emer-
gency department can be improved. The results showed that the ways of action 
were not standardized, a doctor formed a bottleneck, and there were not 
enough resources (nurses and instruments) and room for the patients in the ED.  

The operation of the ED can be examined from other viewpoints besides 
efficiency. Glick, et al. (2000) did their study from the point of view of cost, 
which is one of the target variables. They developed an expanded simulation 
model which measures the expenses of an operation of the ED. The aim was to 
perform Activity-Based-Costing by using simulation. The results indicate that 
by using simulation it is possible to do quite a realistic cost analysis. 

The main objective of the study is not always to collect information on the 
effects of the performed activities on certain target variables. The objective can 
consist of related software development as well. This was the case in the studies 
of Alvarez & Centeno (1999) and Sinreich & Marmor (2004). The purpose of the 
study of Alvarez & Centeno was to develop an efficient simulation tool. As a 
result they developed a tool which includes a database, a specific library for the 
translation routines and specific data files. Sinreich and Marmor for their part 
concentrated on developing a tool which could be used as a decision support 
tool in an emergency department. The tool was based on the general process 
description of the ED. A user interface was developed as well in order to make 
it possible to enter data into the model.  

3.2 Simulation studies of other health care units 

After examining simulation studies performed in emergency departments, it is 
good to expand our view and take a look at how simulation has been used to 
model other health care units and systems, i.e., hospitals, clinics, laboratories, X-
ray units, etc.   
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Simulation has been used for improving the operations of other health care 
units in the same way as in the emergency department. Operations have been ex-
amined from the processes point of view, resources point of view and costs point 
of view. In addition, simulation has been used as a decision support tool. 

Resources have been used as the main decision variable in several studies. 
In these studies, the patient numbers have been under close examination on 
every shift, and the resources have been allocated as effectively as possible pro-
portioned to the number of patients. This type of research was conducted by 
Vissers (1995), Richard (1997) and Merkle (2005) in their studies. In addition to 
resources Merkle investigated the processes as well. By using these new process 
descriptions and different resource scenarios the optimal amount of resources 
was defined. 

Resources have been, to some extent, investigated in Huangs & Lees 
(1996), Hashimotos & Bells (1996) and Benneyans (1997) studies as well. Huang 
& Lee focused on resource utilization, throughput times and queue lengths in 
an outpatient clinic. They studied how a simulation model can be used to exam-
ine the changes in resources, appointments and different service units. Benne-
yan concentrated in his study on resource utilization as well. He took under ex-
amination the effects of different services and operations on the appointments, 
delays of waiting rooms and calling service.  Hashimoto & Bells conducted the 
same kind of research in an appointment-based clinic. 

Centeno, et al. (2001) and Hendershott (1995) have examined the operation 
of health care units from the resources point of view as well, but the focus of 
their studies has been only on a certain location or a certain process phase at a 
time. Centeno, et al. conducted their study in two different locations. Under ex-
amination in their study were operation rooms and a single radiology room. 
They investigated the effects of different resource scenarios, schedule scenarios 
and constructional changes on the operation of the radiology department. The 
results indicate that one of the resource scenarios would improve the operation. 
Hendershott for his part concentrated on resource allocation in operation 
rooms. Clinical laboratory was subjected to particularly close attention in his 
study. 

Although resources play an important role in different health care units, 
all the problems cannot be solved just by reallocating them. This is the case es-
pecially if the costs need to be kept under control as well. The other possible 
way for improving the operation is to examine the processes and try to reorgan-
ize them. Research, using this point of view, appears in studies by Everett 
(2002), van Merode, et al. (2002) and El-Darzi, et al. (1998).  

Everett  described the development of a simulation model which helps to 
schedule patients who wait for their admittance to the surgery. Van-Merode et 
al. studied sytostatic treatment of chemotherapy patients at the hospital in Hol-
land. They developed a simulation model which was used to examine the 
medicine ordering process. The main aim was to find the best combination of 
different patients and medicine types in order to minimize waiting time and 
costs. El-Darzi, et al. (1998) focused on processes at the geriatric ward of a Lon-
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don hospital. They studied the effects of congestion on the patient’s throughput 
times. 

Taylor & Kuljis (2001) conducted research on processes at a basic level as 
well. Their intention was to improve the operation of the general ward at a 
Leeds hospital. The results of their study show that by staggering patient’s ap-
pointments, arrival of personnel and consultations and by other administrative 
changes the operation could be improved. The queues for reception, test rooms 
and doctor shorten as a result of these actions.  

Ramis, et al. (2001) studied the operation of a new ambulatory surgery 
center where patients would arrive and be discharged during the same day. 
Their main objective was to examine the operation conditions which would 
maximize the throughput of patients during one day. The results show that the 
maximum number of surgeries (10) can be achieved by allocating beds as effec-
tively as possible and by following a certain rule (the most difficult surgery 
first). 

All the research above was conducted at the basic level, which means that 
the researcher's attention was centered on a certain health care unit in each case. 
However, the operations can be studied in a larger or a smaller scale as well. 
The operations have been studied, from a larger perspective, by Blasak, et al. 
(2003), Edwards, et al. (1994), Baesler & Sepulveda (2001), Elbeyli & Krishnan 
(2000) and Morrison, et al. (2003).  

Blasak, et al. investigated two different health care units. These units were 
the first aid unit and a telemetry unit. The aim of their research was to simulate 
the operation of these units and study how their operations affect each other. By 
examining the operations, the bottlenecks of the process between these two 
units were located. Subsequently, the developed simulation model was resorted 
to in order to resolve them. Edwards, et al. did same kind of work. They exam-
ined the time and role revision of consultation and waiting times by using dif-
ferent queue systems (serial queue system and parallel queue system). In a se-
rial queue system patient waits in a certain queue, whereas in a parallel queue 
system patients are guided to the shortest queue in order to control the patient 
flows in the clinic.  

Elbeyli and Krishnan studied patient flows in a large hospital. The main 
goal was to locate the bottlenecks and study the effects of bed availability on  
waiting times. In order to model patient flows completely, the operations of te-
lemetry, ICU and other units had to be modeled as well. Morrison, et al. studied 
an ambulatory unit and the methodology used in it. Their main aim was to lo-
cate bottlenecks in the entire hospital. Under examination were the Step-Down 
unit, Medical unit, Surgical unit, Oncology unit and Orthopedic unit. The re-
sults indicate that the Step-Down unit was a bottleneck and more beds were 
needed in that unit. An increase of beds in M/S/O/O unit improved the opera-
tion as well. It decreased waiting times in the emergency department by 64 %. 

Research in a smaller scale has been conducted by Groothuis, et al. (2005) 
and Cote (1999). They concentrated in their studies on modeling only a certain 
operation in the process. Groothuis, et al. used simulation in designing opera-
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tions of a catheterizing room.  The main goal was to study how to model pa-
tients scheduling. Cote, for his part, focused on finding solutions for the prob-
lems in the hospital by modeling the way doctors operate. He developed a 
simulation model of a doctor’s office. He used the developed model to examine 
the effects of operation room’s capacity and patient flow. 

Studies modeling outpatient clinics have been done also by Huebner & 
Miller (1996), Iskander & Carter (1991), Kalton, et al. (1997), Watford & Owen 
(1989) and Aharonson-Daniel, et al. (1996). 

In all the studies above the focus has been on waiting times, throughput 
times and queue lengths, the most common target variables to measure opera-
tion. However, other target variables can be used effectively to examine the op-
eration as well. One of the most effective variables is cost. Research from this 
point of view has been conducted by Weng & Houshmand (1999), Vemuri 
(1994) and Tanaka, et al. (2004). 

Weng & Houshmand developed a simulation model where costs were the 
main target variable. They developed three different scenarios, the intention of 
which was to improve the operation by changing the amounts of resources. The 
best scenario was selected based on its cost effect. Vemuri used costs as the 
main target variable in his work as well. He modeled the operation of a phar-
macy and examined cost effects of different scenarios which would reduce wait-
ing times. Tanaka, et al. focused also on costs. They did not examine the actual 
patient process but created a simulation model of hospital administration. The 
model was based on costs of different illnesses in several university hospitals in 
Japan.     

Ratcliffe, et al. (2001) took costs under a closer look as well but that was 
not the only target variable in their research. They studied cost effectiveness of 
liver transplant process, so time-based target variables were used as well. They 
evaluated the effects of different procedures on the process and found factors 
which should be taken into account in improving the cost effectiveness. 

Delfoi (2003), a consultation company, performed one of the few simula-
tion studies in Finland. They examined the operation of a laboratory center at 
the University Hospital of Tampere. The main objective of the research was to 
centralize different kinds of laboratory tests in the same place and in that way 
to change the operations of the laboratory center to serve more widely regional 
needs around Tampere. Their investigation dealt with present operation, re-
source changes, amounts of tests and equipment. 

Riley (1999) used simulation as a decision support tool in designing a new 
health care facility and its operation. In the process Riley found a new operation 
model for appointments and reception of patients. Earlier patients had been re-
ceived in no particular order. The new operation model decreased waiting 
times of patients who had reserved an appointment. In addition, doctors' work-
ing time was reduced as well, although the number of patients remained the 
same. 

Applied simulation as a decision support tool has been discussed, at a 
general level, also by Moreno, et al. (1999), and, as focused on resources, by Al-
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len, et al. (1987), Arthur & Ravindran (1981) and Wilt & Goddin (1989). Simula-
tion as a decision support tool from the waiting times point of view was per-
formed by Benneyan, et al. (1994), Mahachek (1992), Lowery (1996) and 
Groothuis, et al. (2004). 

Erdem, et al. (2005) modeled the operation of an outpatient clinic. Their 
main objective was to develop and implement an efficient appointment system 
with the help of simulation. They wanted to minimize or eliminate totally all 
the errors which might occur in the system. They used the model in studying 
the effects of small changes (increase in the number of patients) and big changes 
(shutting down the entire unit and transporting personnel and material re-
sources to another unit). Their attention was caught by the fact that it was pos-
sible to make quite an accurate prediction as far as small changes are concerned 
but when it came to bigger changes more data was needed. Their recommenda-
tions include development of a so-called cost analysis engine as well. 

Besides research which has concentrated on improving the operations of 
different health care units by using certain target variables, there are also con-
tributions in the literature which have studied the suitability of simulation for 
modeling health care operations in general. These contributions include work 
by Triola and Holzman (2004). They examined the feasibility of using simula-
tion for modeling the operation of Medical Intensive Care Unit (MICU) and 
found it very useful for that kind of work. Andersson & Andersson (2005) stud-
ied for their part the suitability of simulation for examining the advantages of a 
computer-based physician order entry system.  

Although a lot of work has been done for improving these kinds of opera-
tions, there are also contributions which have concentrated on developing new 
simulation tools for examining health care operations. This research includes 
the studies by Cooper, et al. (2002) and Pitt (1997). Cooper, et al. developed a 
low price, discrete event and general simulation model. The model was devel-
oped to serve the personnel, who could modify it for their own needs. Pitt's re-
search falls in the same category. Pitt participated in the PRISM project, the 
main objective of which was to develop a general tool for examining the econ-
omy of hospitals, the use of space and the connections between hospitals and 
other health care units.  



   

4 THE DEVELOPMENT OF A SIMULATION MODEL 
FOR AN EMERGENCY DEPARTMENT 

A simulation project usually includes many different phases and follows a cer-
tain hierarchy. These phases are shown in Figure 5. 

 

FIGURE 5 Phases of a simulation project (Law and McComas, 2001) 



 30 

4.1 Problem definition 

A simulation project starts with a problem definition. This phase is the most 
important and essential phase in the project. However, usually this phase is ig-
nored and the starting point is considered to be the actual modeling phase. This 
may lead to difficulties when the project advances, especially in the data collec-
tion part. If the problem definition is incomplete and it is not known where the 
answers could be searched for, the collection of correct data is not possible. 

In this work the problem definition was done carefully right at the begin-
ning. General research objectives were defined, target variables were selected 
and the accuracy of the model was decided. All the resources and time limits 
were defined as well. 

The main objective of this study is to improve the operation of emergency 
departments. Waiting times are too long and patients have to spend too much 
time in the process before they are discharged or forwarded. This presents a 
problem which has to be solved. Because the main objective is to make the op-
eration more effective, the main target variables are selected to be the length of 
stay and waiting times of patients. These variables are the best indicators of ef-
fectiveness. In order to make it possible to find solutions which would be ap-
propriate for all emergency departments, the accuracy of the model is restricted 
to concern mainly the main process. However, there are phases in the process 
which are quite essential for patients’ advancement in the process and the 
model is enlarged for these parts. For example, the operation of a clinical labo-
ratory is such a project phase. 

4.2 Process analysis 

The process analysis phase is a part of preparation of the actual technical simu-
lation. The purpose of this phase is to define the structure of the system being 
modeled and find out how it works in practice (logic). In this phase, events, 
their operation, and certain branching points under certain circumstances with 
certain parameters, are defined. The intention is not to use any simulation lan-
guage or software at this point but to form a conceptual model of the operation 
of the modeled system on paper or computer. The conceptual model doesn’t 
have to be an exact presentation of the system; it can be simplified and only 
necessary points for the simulation need to be selected. 

In this study the information on the patient process was gathered from the 
Emergency Department at the Central Hospital of Jyväskylä, Finland, and the 
process was modeled on paper. All essential phases of the processes are in-
cluded in the conceptual model. All the routing possibilities from a certain 
phase to another are described as well. 

The process starts with the patient arrival. After registration the patient 
goes to the reception where a secretary collects the patient’s basic information. 
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Besides basic information, the special field is defined as well. After these opera-
tions the patient is guided to the correct waiting area. 

The patient is then seen by a specialized nurse, who defines the urgency 
(triage), interviews the patient, takes the basic tests (blood pressure measure-
ment, etc.), and then decides where to send the patient next. There are three 
possibilities regarding where the patient can be guided to after being seen by 
the nurse. The patient can be seen by a doctor for the first time in which case the 
doctor examines the patient and orders the necessary tests. The second option is 
to order the tests without seeing a doctor and send the patient directly to the 
laboratory or X-ray unit. The last option is to send the patient to the doctor for a 
final diagnosis if there is no need for tests. 

If the patient is guided to the doctor for the first time, the route from there 
takes the patient either to the laboratory or to the X-ray unit, depending on the 
tests ordered. If only laboratory tests are ordered, the patient goes to the labora-
tory; if X-ray tests are ordered, the patient goes to the X-ray unit.  

Once all the tests have been taken and the results are ready, the patient is 
seen by the doctor for a final diagnosis. After the diagnosis has been made, the 
patient goes either home and leaves the ED of Special Health Care, or to the 
waiting area for their case history. If the patient goes home that is the end of the 
process, but if the patient is transported to the ward or some other welfare insti-
tution, the case history must be ready and the patient has to wait for that. After 
the case history is documented, the patient is ready to leave the system. The ini-
tial process flow is shown in Figure 6. 
 

 

FIGURE 6 Process flow in the emergency department  
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4.3 Validation of the conceptual model 

After the process description phase, it is very important to revise it. The main 
objective in this phase is to define whether the theories and assumptions are 
correct and whether the structure of the model and the parameters in the model 
are valid. These things have to be checked in order to make it possible to find 
solutions for the right problems.  

Besides universal examination, it is recommended to check the core proc-
esses and the backup processes separately. In the examination the necessity, 
appropriateness and accuracy level of each process are evaluated in order to 
make sure that all the processes produce a desired result. It is also useful to de-
scribe the relations between different processes. This will help in making the 
model work in a desired way. 

4.4 Modeling phase 

Modeling phase is a technical phase of the project and usually regarded as the 
actual simulation. There are several elements which should be taken into ac-
count in this phase before the model creation. These are: 
 

• Selection of the type of modeling (discrete or continuous) 
• Data collection 
• Selection of simulation software 

 
Selection of the type of modeling  
Operations in the emergency department and in health care in general are quite 
complex and contain many random features. This means that simulation in 
health care is mostly clearly discrete, stochastic and process-oriented. Continu-
ous simulation models do not suit well for modeling complex and uncertain 
environments, where the interest is in several different events and their dura-
tions. That is why discrete event modeling was selected for this study.    
 
Data collection 
Data has an important role to play in simulation. However, sometimes it may not 
be very easy to gather the data, and this could become a real problem in some oc-
casions. This is the situation especially in health care, where parts of the informa-
tion systems are quite old. They were not designed for simulation, which means 
that the information is not necessarily in the right form and cannot be used di-
rectly in modeling and simulation. A good example of this is patient visit infor-
mation in hospitals. Although there is a lot of information on the patient, the in-
formation on the operation times is usually hard to find or missing.  

One solution for the problem is to collect real-time data manually by ob-
serving patients for a certain period of time. The use of real-time data is appro-
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priate for certain simulations and gives a clear view of the system. The longer 
the system is observed and data collected the more realistic is the view obtained 
of the system operation.  

Data for this work was collected in August 2004 by observing patients in 
the Emergency Department at the Central Hospital of Jyväskylä, Finland, dur-
ing two weeks. The patients were observed 24 hours a day and seven days a 
week. In addition, observation data from earlier research, conducted a half a 
year earlier, was also used in this project. Altogether there were six weeks’ data 
available. The total number of patients' visits was a little under 4000. 

In both cases the data was collected using a special form which was cre-
ated for the project. The form included information, among other things, on the 
patient’s arrival (how they had arrived), symptoms, urgency (triage), and proc-
ess times.  

Data collection was performed by specialized nurses and secretaries, who 
filled the form as the patient went through the process. The form was among 
the patient’s other documents and thus followed the patient from one point of 
the process to another. After the patient had left the emergency department, the 
data on the form was entered into an Access database and processed with the 
SPSS and Stat:: Fit statistical software. 
 
Selection of the simulation software 
The actual simulation model is built, based on a certain modeling philosophy, 
with a selected simulation language or software by using defined process de-
scriptions, theories and assumptions related to the processes and by exploiting 
the collected data. The model to be built should be an exact abstraction of the 
real system, in order to get the desired results. 

In health care the models are usually too complex and described at too de-
tailed a level. As a consequence, no additional value is gained and both time 
and resources are wasted. The complexity of the model is usually proportional 
to the duration of the simulation process. The most important thing in simula-
tion is to develop as simple a model as possible, a model which still can meet 
the challenges and can be used to find solutions to the problems found. If it is 
necessary to describe the operation in a more detailed level at a later time, that 
can be easily added into the existing model. 

Once all the preparations have been performed, the actual development of 
the model can begin. The development consists of many different phases, the 
number of the phases depending on the qualities of the simulation software.  
Usually simulation software which possesses the necessary capabilities for 
graphical as well as numerical simulation requires more definitions. In this 
work the definitions are affected by this consideration. The model here was cre-
ated with the MedModel (www.promodel.com) graphical software, but the 
definitions used are also valid for software with no graphical capability. The 
phases of the model development are: 
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• Background definitions 
• Location definitions 
• Path network definitions 
• Entity definitions 
• Resource definitions 
• Attribute definitions 
• Shift definitions 
• Data handling 
• Logic definitions 
• Arrival definitions 
• Empirical distribution definitions 

 
As can be seen, the model development consists of many different phases, 
where each phase is essential in order to create a valid model.  

4.4.1 Background definitions 

Background definitions are an important part of the model development, if all 
capabilities and qualities of visualization (animation) are to be used in the most 
efficient way. Background definitions form a graphical framework for the ani-
mation. It is very important to consider all the necessary background defini-
tions; this will make it possible to describe the modeled phenomenon as clearly 
and understandably as possible.   

A background can be constructed manually or by using the actual layout 
of the system. In the case of manual construction the layout for the system being 
modeled is created by using the graphical elements available. All the locations 
and their elements are situated in the desired places. In a software of this kind 
there should be an editor for this type of definition. It is normally also possible 
to use the actual layout of the system or some other graphical view of the sys-
tem as a background. It can be imported into the software in a certain file for-
mat. This sort of background can be referred to as automatically constructed 
background. It includes all the locations exactly in the order and in positions 
corresponding to the real system.  

Whether it is better to define the background manually or automatically 
by using the actual layout depends on the nature of the system being modeled. 
If the modeled construction is small, the actual layout doesn’t necessarily offer 
any additional value for the modeling (for example in the case of modeling a 
certain operation in a certain location), but because the operation of a system 
can be described with the help of different graphical elements (like chairs, beds, 
tables, etc.) it can provide a better understanding of the operation. However, if 
the modeled system is quite large, the use of the actual layout provides real 
added value for the modeling. This is the case for example in systems which 
consist of many processes and location definitions.  

In this work the modeled system is quite large (the whole Emergency De-
partment), which is why the actual layout was used as a background (Figure 7). 
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This was done partially because we had graphical simulation software in our 
possession and partially because it was much easier to present the operation of 
the Emergency Department of Special Health Care to managers and to the staff 
by using a graphical view. 

 

FIGURE 7 A layout for the simulation model 

Background definition is the first step for the model development. It forms a 
graphical framework for the model and the actual structural and functional 
definitions are easy to start with after this on the layout. The first structural 
definitions which are necessary, especially for graphical simulation tools, are 
the location definitions.  

4.4.2 Location definitions 

The main objective of location definitions is to define places and areas in the 
system (in this case in the ED) where entities (patients, blood test samples, lab 
test results) are possibly routed for a certain activity, decision making or stor-
age. If these definitions are not made, it is impossible to define the movement of 
entities in the layout and the model cannot function.  

Before the locations can be defined, it is important to specify all the areas 
and places which are essential for the model and which are relevant for the 
process. This forms the base for location definitions. In the Emergency Depart-
ment of Special Health Care the relevant places and areas were: 
 

• Entrance area: a place where the patient is created in the model (common 
for all specialties) 

• Reception area: a place where the patient registers (common for all pa-
tients) 
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• Doctors’ offices: a place where patients are examined and diagnosed 
(Every specialty has its own place) 

• Nurse area: a place where the patient is seen and interviewed by a spe-
cialized nurse (every specialty has its own area)  

• X-ray unit: a place where X-rays are taken (common for all patients) 
• Laboratory: a place where all the laboratory tests are handled and ana-

lyzed (common for all patients and blood sample tests) 
• Secretariat: a place where the case history is written (common for all pa-

tients and their documents) 
• Waiting areas: places where the patients are waiting in the process 
• Laboratory test result tables: places where the results from the laboratory 

are sent to (common for all patients) 
• Sampling area: a place where all the blood test samples in the model are 

taken to (common for all patients) 
• Exit: a place where the patient is removed from the model 

 
Location definitions themselves are normally created by using graphical librar-
ies or by making one's own graphical definitions and tools for placing them in 
the layout. The exact operations vary between different tools but the idea is the 
same. The graphical definitions and layout of our study were made with the 
MedModel software and are shown in Figure 8. 

 

FIGURE 8 The graphical view of the model 
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However, the graphical definitions alone do not make the locations functional. 
They have to be activated, and all the attributes for each location need to be de-
fined in order to make them operate in the right way. In our model seven dif-
ferent definitions were made. These definitions were: 
 

• Icon 
• Name 
• Capacity 
• Units 
• Downtimes 
• Statistics 
• Rules 

 
Icon is used to select a representation for a certain location in the model. It is not 
a functional definition and not an obligatory specification in every tool. In our 
work the first graphic selected for a location was shown in this definition field.   

Name definitions on the other hand are crucial for the model. They iden-
tify different locations in the process and they are used in the processing logic. 
Name definitions of locations are very important especially for the operation 
and routing logic. In the operation logic these names are used to define where a 
certain operation for the patient is done and in the routing logic the areas where 
the patient is guided after a certain operation is specified. Without the name 
definitions it would be impossible to make the model functional and describe 
the process flow accurately. In the model of the emergency department the loca-
tions were named in the same way they were named in the layout. In this way a 
clear understanding on the structure of the model was accomplished. 

Capacity is an important functional definition as well. It specifies how 
many entities the location can hold or process at the same time. In order to cre-
ate a valid model, which truly represents the real system, these definitions 
should be taken under close examination. In our model the definitions were 
made as follows: in doctors' offices there was room for only one patient at once, 
which is the case in the real system as well. These definitions were made for 
each specialty individually. If these locations were defined to process more than 
one patient at a time, there would be more than one doctor at that location 
processing the patients. The same definitions (only one entity at a time) were 
made also for the sampling area, for the reception and for the office where the 
case history was written. In waiting areas the number of patients is not re-
stricted. The situation is the same with the case history desk where the patient’s 
documents are brought, as well as with the lab test result’s desk where the re-
sults from the lab are sent. There can be an infinite number of entities at these 
locations.  

After the capacity definitions, the number of units at a location should be 
specified. If there are several locations where a certain operation for the patient 
in the process can be performed, they have to be defined. In our model there 
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were no need to create any multi-unit locations so this definition was the same 
for all the locations in the model. 

Next statistic collection was specified. There were three different levels of 
data collection available in our case: 
 

• None: No statistic will be collected 
• Basic: Only average time and utilization in certain locations is collected 
• Time Series: Basic statistic is collected and time series tracking the con-

tents of a certain location over time are done. 
 
The definition for our model was the time series option. It gave all the informa-
tion needed. All the other choices would have given too little information on 
the locations for our use. 

The last definition was the rule definition. It was used to define how a lo-
cation selects the next incoming entity to enter that location, how multiple enti-
ties queue for output and which unit of a multi-unit location is selected by an 
incoming entity. In our model there were two different kinds of definitions. 
These were “oldest by priority” and “lowest attribute value - triage”. All the lo-
cations with the capacity of one were ordered to select the incoming entity by 
“lowest attribute value” which was the trige attribute. The urgency levels were 
stored in this attribute and the lowest value meant the highest priority. All the 
other areas like waiting areas were defined to use the “oldest by priority” defi-
nition. Because there were now restrictions for the number of entities in these 
areas, it was the most appropriate choice for routing rules for these locations. 
All the location definitions of the model of the ED are shown in Table 1. 

TABLE 1 Location definitions of the model of an emergency department 

 

4.4.3 Path network definitions 

In the model, resources and entities are modeled as dynamic units which travel 
between defined locations. To enable them to move from one location to an-
other, it is necessary to specify the paths between different locations. All the de-
fined paths together form a path network which the resources and entities can 
follow during the simulation. Because the movement in the model can only oc-
cur along the defined paths, special attention should be paid to them.   
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The way the path definitions are made in the model depends on the soft-
ware. If a graphical modeling environment is available, as we had in our re-
search, this type of definition is very easy to do. In cases like this the paths can 
be drawn directly in the layout and in that way give a clear understanding of 
the paths for every entity and resource. The graphical view of the path network 
definitions of the emergency department is shown in Figure 9. 

 

FIGURE 9 Graphical path definitions of the model 

However, connecting the locations visually does not make the path network ac-
tive. It requires many definitions before it is functional. The exact requirements 
may differ depending on what software is in use, but at least the following 
definitions should be made, especially if animation is going to be used: 
 

• Graphic 
• Name 
• Type 
• Time/Speed 
• Paths 
• Interfaces 
• Mappings 

 
Graphic definitions 
Graphic definition is not very crucial for the model operation but it can be used 
to define whether or not the defined path network will be visible at run time. 
This is purely a definition for animation and does not have an influence on the 
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functional part of the model. Because we had a graphical simulation tool in our 
use and we wanted to make the animation as real as possible, it was decided 
that the graphical view of the path network should be kept invisible.  
 
Name definitions 
Name definition is more important for the model operation. It defines the name 
that identifies the path network. The defined name is used in the model’s move 
logic. In our model the path network was named Emergency Department, a 
natural and obvious name choice for the model of an ED. 
 
Type definitions 
Type definition is a functional definition. It is used to choose whether the enti-
ties and resources are allowed to pass each other. There are two choices avail-
able, i.e., Passing and Non-Passing. The Passing definition enables entities and 
resources to pass each other while the Non-Passing definition does not. In the 
Non-Passing mode entities may not pass each other even if an entity is moving 
faster that the other entity in front of it. Because in the real world patients and 
staff members can travel at different speeds, the Passing mode is a clear and 
appropriate definition for our model. 
 
Movement measuring definitions 
Movement measuring is an important definition and can be done in two differ-
ent ways. Travel along the network can be measured in time or in speed and 
distance. If travel along the network is measured in time, all entities and re-
sources take the same time to travel it, regardless of their speed. If travel along 
the network is measured in terms of speed and distance, the length of the seg-
ment has to be defined. Travel time along the path is then determined by the 
length of the segment in conjunction with the speed of an entity or a resource. 

In our model travel was measured in time, because we did not have any 
accurate information on the length of segments. The time information defini-
tions were easy to make and simple to use.  
 
Path definitions 
In order to make the paths in the model functional, node-to-node connections 
have to be specified. These node-to-node connections make up a path network 
and they also define how it works and how the entities should be handled in 
the model when they are traveling along a certain path. There are several defi-
nitions which have to be done to enable this. These definitions are: 
 

• Starting point definition 
• Destination definition 
• Direction definition 
• Movement measurement definition 

 
The beginning node of the path segment is very crucial to define. The same 
thing goes for the ending node, because with these two definitions a certain 
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path is identified in the model. However, in order to model the system as accu-
rately as possible, a direction and movement measuring for the path has to be 
specified as well. 

Traffic in the modeled system can occur either in only one direction or in 
both directions. This has to be taken into account in the model as well. In our 
model the traffic was defined to be bi-directional. All paths were paths where 
traffic can flow in both directions. 

The last important definition for paths is the movement measuring for 
which there were two possibilities. Although the selection for the movement 
measuring was made in an earlier phase, the values still needed to be specified 
for this phase. When the measurement unit used is time, the time value re-
quired for a resource or entity to travel a certain path segment needs to be 
given. When the measurement unit is speed and distance, the length of a certain 
segment needs to be specified at this point. Because in our model travel along 
the network is measured in time, the time values for every path segment were 
given. 
 
Interface definitions 
Interfaces are links between locations and nodes and they are necessary for 
guiding a patient to the correct location in the model. When an entity is picked 
up or dropped off at a particular location by a certain resource, that specific lo-
cation has to be connected to a node. If these interface definitions were not 
made, it would be impossible to route a patient to a certain operation area, as 
the right path that would lead the patient to the wanted location would not be 
known.  

In our model there were quite many interface definitions, which means 
that there were many active locations where patients could be routed during 
the process as well. The connections between nodes and locations were made 
by numbering all the nodes and by connecting locations by their name to those 
numbered nodes. Altogether they were 46 different interface definitions in the 
model of the emergency department. This number was quite small compared to 
the number of all existing nodes in the model, but it has to be remembered that 
only the nodes which were situated in the operational areas, i.e., in locations, 
were linked and defined here. An example of these definitions is shown in Ta-
ble 2. 
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TABLE 2 Interface definitions of the simulation model 

 

Mapping definitions 
Mapping definitions are not necessarily needed but they can be useful in some 
situations. Usually if there are several paths emanating from a certain node to 
another node, the path selection is based on the shortest distance (speed and 
distance networks) or the least number of nodes (time based networks). How-
ever, if the mapping definitions are not appropriate, they can be overridden by 
explicitly mapping certain destination nodes to specific branches. An entity or a 
resource can then use these when traveling out of a starting point node. 

In our model there was no need to do any extra definitions to specify any 
branches. The least number of nodes was a sufficient and accurate base for our 
model. 

All the definitions above were needed to develop a functional path net-
work in the model. There were definitions which were needed for animation 
and definitions which were purely needed for the computational part of the 
model. All the definitions for the path network are shown in Table 3. 
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TABLE 3 Functional path specifications of the model 

     

4.4.4 Entity definitions 

Entity is one of the key elements in a simulation model. Anything that the 
model processes is called an entity. It can be, for example, a human being, 
document, sample, etc. It depends on the system being modeled. Entities can be 
treated as a single unit or as a group. The way they are handled in the model 
depends on the desired accuracy level. There could be, for example, a certain 
patient group (small and restricted) possessing the same symptoms defined in 
the model. In this case all the patients having the same symptoms are created, 
in the model, with the same qualities. This kind of definition is at a very de-
tailed level. To build the whole model using the same accuracy would require 
numerous group definitions. 

Usually it is more useful to handle entities, such as patients, in larger 
groups. It simplifies the structure of the model and still provides all the infor-
mation wanted and desired. In such cases patients are grouped, for example, by 
their specialty needs. Patients in the group may possess different symptoms but 
they are all treated in the same way, depending on their specialty needs. This 
kind of definition does not need as extensive group definitions and logic de-
scriptions as the more accurate model. The accuracy chosen is case related and 
is based on the desired results and used target variables. 
In our research, patients, lab test results, case history documents and blood test 
samples were defined as entities. The main target variables were selected to be 
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the waiting times and the length of stay in the ED. Therefore patients were 
grouped by their specialty needs as follows: 
 

• SurgeryTrauma 
• SurgeryGE 
• Internal Medicine 
• Pediatric 
• Neurology 

 
This kind of accuracy was sufficient, because all the wanted information on the 
whole operation of the ED was possible to gather by these definitions. Besides 
patients, there were other entities in the model as well. These other entities 
were: 
 

• Laboratory test results 
• Blood test samples 
• Case history documents 

 
In order to form these entity groups in the model, there were certain specifica-
tions which had to be made. In order to make both the numerical part of the 
model and the graphical part of the model functional, the following attributes 
were defined for every entity group individually: 
 

• Icon 
• Name 
• Speed 
• Statistics 

 
Icon definitions 
Icon definitions are very important to make, in order to get the animation to 
look as real as possible. A graphic icon represents the entity during the anima-
tion, which is why special attention should be paid to the selection of these rep-
resentations. In our model these icons were selected from the graphical library 
of the MedModel software. Representations were available for doctors, nurses 
and patients as well as for documents and blood test samples for use in the 
animation view. Although in our software the graphic libraries were available, 
this may not be the case with every simulation tool. These graphical definitions, 
which may vary between different tools, are very important variables when us-
ing visualization in addition to numerical processing. 
 
Name definitions 
The second definition for entities was the name definition. It is used to identify 
entities in the model. Entity names are used in the processing logic (both in op-
eration and routing logic) to define which entities are processed at which loca-
tion at what time. In this model all different patient groups were named after 
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their specialty needs, the blood test sample was called sample and the docu-
ments were named based on their purpose (case history was referred to as case 
history document and the test results of lab tests were known as test results). 
 
Speed definitions 
Speed definition can be applied to self-moving entities such as patients. The 
speed of such entities can be defined in meters or feet per minute and it can be 
used for any of the entity’s movement along the path network. In our model we 
used the metric system and the default value of the software was considered to 
be the most realistic definition. This default value was 50 mpm (meters per 
minute) which is roughly the speed of a human walking in the real world (for 
healthy people). 
 
Statistic definitions 
Statistic was the last obligatory definition before the entities could be activated 
and used in the model. There were three different levels of statistical detail to 
collect for each entity type. These options were None, Basic, or Time Series. In 
the model of the ED, Time Series statistics was selected to be the best choice for 
providing appropriate information on each patient group. 

With the help of all these definitions the entities were created in the 
model. These entity definitions in the model of the emergency department are 
shown in Table 4. 

TABLE 4 Entity definitions of the developed model 

 

Although the structure and the entities that we are interested in had now been 
developed in the model, there were still some more definitions to make before 
the model could be run and the results from the operation of the ED could be 
made available. Specifications for the resources which can handle patients in 
the model were needed also. The logic of the patient treatment and routing in 
the model had to be defined as well.  

4.4.5 Resource definitions 

A resource in the simulation model can be a person, equipment or some other 
item which belongs to the process and transport entities, performs maintenance 
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on a certain location(s), or assists in operations on entities. Resources consist of 
one or more units. A unit may be, for example, a doctor, nurse, secretary, etc.  

There are three different resource groups defined in our model. These 
groups consist of doctors, nurses and secretaries. Doctors and nurses were de-
fined individually for each specialty, because there were different resources in 
the real system for each specialty.  Secretaries were seen as common resources, 
and they were defined to serve all the patients in the model.  

In order to make it possible to create resources in the model and make 
both the numerical part of the model and the graphical part of the model (ani-
mation) functional, the following attributes had to be defined for each resource 
group individually: 
 

• Icon 
• Name 
• Units 
• Statistics 
• Specs 
• Search 

o Work search 
o Park search 

• Pts 
 
Icon definitions 
Icon definition was the first definition which was made. These icons were ani-
mation definitions to be used to represent the entities in animation. They were 
selected from the graphical library of the MedModel software. They could have 
been defined manually as well, had there not been appropriate representations 
already available in the library. 
 
Name definitions 
The first functional definition used was name definition, which is a very impor-
tant specification for the model logic, because it identifies the resources in the 
model. Identification of the resources makes it possible for entities to call them 
in the operation logic and move logic as well as through macros. Resources 
were named after their names in the real system. This kind of naming method-
ology allowed the model become an even more accurate abstraction of the real 
system. 
 
Unit definitions 
Units are the number of resources available in the model and they can not be 
changed during the simulation. Unit definitions were made by defining the to-
tal amount of a certain resource around the clock (24 hours). This means that if 
there are three shifts in the emergency department and for example one re-
source unit on a shift at a time, the total number of resources is three. This was 
the case for example with doctors in our model. The number of resources in our 
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model by shift is shown in Table 5. Data for this definition was collected in the 
Emergency Department at the Central Hospital of Jyväskylä, Finland.   

TABLE 5 Resources of the model 

 

Units were defined in the model by using special macros instead of directly en-
tering the number of resources as pure numbers. This makes it possible to easily 
change the amounts of resources and perform efficient resource allocation with 
optimization in the future.   
 
Statistics definitions 
It is also important to define how to gather the desired statistics for the re-
source. There were two possibilities for us in this respect. The statistics could 
have been collected as a summary report over all units or individually for each 
unit of a resource. We chose to gather the information as a summary, because 
we did not need to know the individual statistics. It would not have given us 
any more information than the summary of all resource units. 
 
Specs definitions 
Specs definitions here are actual functional definitions. These include the fol-
lowing specifications: 
 

• A path network assignment for the resources 
• Setting a speed for the resources,  
• Defining methods for entity search  
• Specifying all necessary nodes for the resource (home node, break node, 

off shift node, etc.).  
 
Path network was defined to be the ED path network described and developed 
earlier. Resources' speed was defined to be the average human walking speed, 
i.e., 50 meters per minute, just like the speed of entities. Entities for their part 
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were defined to be searched based on their triage classification. The patients 
were treated in the order of urgency. 
 
Search routine definitions 
Besides speed and network definitions there was a need for other activating 
definitions as well. One of these definitions concerned search routines for the 
resources. These routines refer to the instructions a dynamic resource is going 
to follow after being released at a path node where a search routine was de-
fined. In this case there are three options for defining the search routines. These 
are “work search”, “park search” and “no search”. 

Work search is a definition which lists all the locations where entities may 
be waiting for a resource. It can be specified in two different ways. The loca-
tions can be either limited or the resource may be programmed to check for 
work at certain locations first, and then move on to others. If there is no work 
found at a certain time of the process, the resource will either park at the node 
listed, go to the home node, or become idle until work is available.  

Park search for its part is used to send a resource to the next most likely 
place for work, or to get a resource off the main path segment. A park search is 
defined as a list of nodes to which a resource may be sent to park if no work is 
waiting at the work or default search locations. 

In our model no search routines were used. There was no need for search 
routines, because resources were situated in their locations permanently and 
were requested by entities when needed.  
 
Pts definitions 
The last definition was a definition for the resource point. Resource points are 
the layout coordinates of the resource graphic. This definition is important for 
animation, because it defines where a certain resource will appear and in that 
way prevents resources from appearing on top of each other. The resource 
point definitions were made in our model by defining the places for resources 
one by one in the graphical layout. 

After all the resources (every single unit) were placed in the model, the re-
source definitions were ready and the model, for that part, was functional. All 
the definitions of different resources are summarized in Table 6. 
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TABLE 6 Functional resource definitions in the model of an emergency department 

 

4.4.6 Attribute definitions 

An attribute is in all its simplicity a tag (numeric tag) which can be attached to 
either an entity or a location. It is a place holder similar to a variable but is at-
tached to a specific entity and location and normally contains information about 
them. They can be real numbers or integers. The relations between enti-
ties/locations and attributes as well as the definitions of attributes are shown in 
Figure 10. 
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FIGURE 10 Required definitions for entities’ and locations’ attributes in the model 

In our model there were many situations where specific attributes were needed 
both for patients and locations. This was because the model contained many 
different entities and locations (five different patient groups, blood tests sam-
ples, documents and operational areas). Attributes defined for entities and loca-
tions were used in several occasions. These situations were: 
 

• Arrival definitions 
• Operation logic 
• Moving logic 
• Route definitions 

  
Attribute definitions were made in two ways. There were generic attributes in 
the model which all the entities were able to use, but there were also attributes 
which had to be defined for each entity group individually. This kind of differ-
entiation had to be made in order to avoid any overlapping (for example among 
different patient groups). Because there were common process phases for every 
group, the use of the same attribute (same name identification) at the same 
phase of the process could have given the same value for each group. This 
could have made the individualization of a certain treatment for the patient 
very difficult afterwards. 

Although the processing logic is covered in more detail later on, it may be 
useful to give a rough idea of the problem definition at this point. Let’s think 
about a situation where the patient sees the doctor for a final diagnosis. In this 
phase it is decided whether the patient is going to be discharged immediately 
afterward (the patient can go home) or whether the patient should be guided to 
some other hospital or ward. In the latter case the patient is sent to the waiting 
area where the patient has to wait until the case history is written. We should 
keep in mind that there are different resources for each group, and different 
groups are treated in parallel. In the final diagnosis phase the case history 
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documents for the patient are created. Both the patient and the case history 
documents are given the same ID (numerical value) in order to make it possible 
to interlink them afterwards in the waiting area after the case history docu-
ments are ready. If this given ID value is now increased (whether it is location 
or entity related) by one at a time, at some point we will end up with a situation 
where members from two or more different patient groups will have the same 
value (depending on the number of patients and their arrival frequency). This is 
because every attribute is initialized first to zero for each group and the values 
are increasing side by side. This would lead to inoperability of the model. To 
solve this problem, we used individual attributes instead of common attributes 
wherever necessary. 

Attributes in the model were constructed by using three different kinds of 
definitions. All of these definitions were crucial and made it possible to use 
them in the model’s processing logic (code). The definitions used to create the 
attributes in the model were: 
 

• ID: defines the name of the attribute and is unique 
• Type: Defines whether the value of the attribute is an integer or a real 

number 
• Classification: Defines whether the attribute is related to an entity or to a 

certain location 
 
In our model there were altogether 36 different attributes used. All of these at-
tributes had important roles to play at the different phases of the process. They 
are shown in Table 7. 
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TABLE 7 Attribute definitions of the simulation model 

 

In order to provide a clear understanding of how the model works, it is impor-
tant to explain how the attributes were used and the purpose of each attribute 
in our model. Let’s examine the attributes shown in Table 7. First we look at the 
attributes which all the entities can exploit and after that attributes which are 
entity-specific.  
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Common attributes in the model 
There were several attributes in the model which all the entities were able to 
use for storing their own data (individual values) at different phases of the 
process. These attributes were defined only once and all the entities were then 
able to use them with their own logic for their own purposes. This was possible, 
because these attributes were defined to be entity-specific. These attributes 
were: 
  

• Triage 
• Total time 
• After_Nurse_contact 
• Lab 
• X-ray 
• Tests 
• FDC 

 
Triage is an attribute which is needed right at the beginning of the process. It is 
used to define the urgency of patients. The urgency, for its part, specifies how 
the patient is routed and processed in the model. Triage is divided into four 
levels, which means that the triage attribute can get four different values. These 
values and levels are as follows: 
 

• Triage1: The treatment has to be started immediately. The patient pos-
sessing this value in the model is treated before anyone else. 

• Triage2: The treatment has to be started in less than 10 minutes. The pa-
tient possessing this value is treated before patients who possess lower 
values. 

• Triage3: The treatment has to be started in less than an hour. The patient 
possessing this value is treated before patients possessing a lower value. 

• Triage4: The treatment has to be started in less than two hours. The pa-
tient possessing this value is not deemed urgent and will be treated after 
all the other patients. 

 
 The Total time attribute is a placeholder for time information. It is used to 
store patients’ length of stay (throughput time) in the developed model. The at-
tribute operates as follows: When the patient enters the model the attribute is 
initialized as zero. After that, the time from arrival to exit is recorded in the de-
fined time units (in our case minutes) and stored into the attribute. When the 
patient exits the model, the value of the attribute reveals how long the patient 
stayed in the process. In other words, it shows the throughput time for the pa-
tient. 

The After_nurse_contact attribute is used in routing logic to define where 
the patient is to be routed after having been seen by a nurse. The analysis of the 
collected data shows that there are three different possibilities for patient’s rout-
ing in that case. The patient can be seen by a doctor for a first time, or for the 
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last time, or the patient is guided directly to the tests without seeing the doctor 
first. Because there were three different route options in the process, there had 
to be three different values for the attribute as well.  

The values for the attribute were defined by using a special macro and 
empirical distribution. Value 1 meant that the patient is seen by a doctor for the 
first time after having been seen by a nurse. Value 2 meant that the patient is 
guided directly to the tests after the nurse contact. Value 3, for its part, meant 
that the patient is sent to the doctor for a final diagnosis. 

The Lab attribute was used to define whether the patient had had labora-
tory tests or not and whether blood tests had been taken from the patient or not. 
It was used as a flag, and only two different values were used. These possible 
values were 1 and 0 and were given to the patients right in the beginning of the 
process. Value 1 meant that the patient would have laboratory tests during the 
process, and value zero meant that the patient would not have any tests during 
the process. As long as the value remained 1 it meant that the patient had to be 
routed to the tests at some point of the process. When the patient finally enters 
the sampling area, the value of the attribute is changed to 0, which means that 
the tests will have been taken. By using this attribute it is possible to route the 
patient always to the right place and phase in the process. 

The X-ray attribute is similar to the lab attribute and is used exactly the 
same way. The possible values for the attribute are either 1 or 0, which define 
whether the X-ray tests of the patient have been taken or not. 

The Tests attribute is used to specify the information on patient’s tests. 
There are three possible values for this attribute, because there can be three dif-
ferent combinations of tests for the patient in the model. These values are 1, 2 or 
3 and they are used as follows: Value 1 means that only laboratory tests are or-
dered for the patient. Value 2 means that only X-ray tests are ordered for the 
patient. Value 3 three says that both laboratory and X-ray tests have been taken 
from the patient during the process. These values are entered into the attribute 
by using a special macro and empirical distribution.   
 
Individual attributes in the model 
All the attributes in the model can not be defined as common attributes, and often 
they have to be defined individually. There are situations where a change in the 
value of a certain attribute is based on the location. This is the case, for example, in 
the sampling area, where a specific ID is created to interlink a patient and a sample 
taken from the patient later in the process. If the common attributes were used in 
these situations, patients from the different specialties might get the same ID num-
ber which would lead to inoperability of the simulation model.  

The individual attributes in the model were defined as follows: 
 

• Case_History_ID 
• ID 
• Sample 
• Sample_ID 



 55 

The Case_History_ID attribute is a location-specific attribute, which is used to 
interlink the patient with the patient’s case history documents after the dicta-
tion has been transcribed. A value for the attribute is created in the final doctor 
contact phase. The attribute is initialized first as zero and it is increased by one 
each time a patient enters the final doctor contact phase. When the values is in-
creased by one each time, it eliminates the possibility of giving overlapping 
values for patients and assures a valid operation of the model during the simu-
lation run. 

However, it is not enough that the patient gets the ID number for the case 
history writing phase. The documents and the ID for them have to be created as 
well. The use of the documents' ID attribute is explained later (see the next at-
tribute definition), but the main idea is to place the value of the 
Case_History_ID in the documents' ID attribute. In this way the same value for 
both the patient and patient’s documents can be assured. 

The ID attribute for the patient’s case history documents is created in the 
final doctor contact phase (as briefly mentioned earlier). To ensure that the pa-
tient and the patient’s documents have the same value, the value of the earlier 
defined Case_History_ID is placed in the ID attribute. This makes it possible to 
interlink the documents with the right patient in the waiting area. 

The Sample attribute is similar to the Case_History_ID attribute. The main 
idea is to create a connective ID (value) for the patient and for the samples 
taken from the patient. It is used later in the process to interlink the test results 
with the right patient. This value is stored in the patient's Sample attribute and 
for samples in the Sample_ID attribute. 

The Sample_ID attribute is created for the samples taken from the patient 
(as mentioned before). It is a placeholder for the ID created for both the patient 
and the samples. 

4.4.7 Shift definitions 

Shift definitions are very important for the model, especially if the aim is to al-
locate the resources as efficiently as possible. Shift definitions make the model 
more accurate and create better abstraction of the system being modeled. This is 
because in the real world there are different amounts of resources on different 
shifts in the emergency department. In the night time the resources employed 
are smaller than for example in the evening. 

In order to create as accurate a model as possible, different shifts were 
constructed in the model. There were three shifts in the real system and these 
shifts were defined in the model by using three different specifications. These 
specifications were: 
 

• Location 
• Resource 
• Shift 
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First a location for the shift assignment was defined. In this way it was possible 
to form different shifts for different locations. The second definition was a re-
source definition which was used to specify a certain resource for a certain loca-
tion. In addition to resource definition (selecting a resource), the amount of the 
resource needed to be specified as well. The last definition was a time definition 
which was used to specify a period of time for a certain shift (duration). All 
these definitions are shown in Table 8. 

TABLE 8 Required definitions for shifts in the model 

 

In our model the specifications above were defined as follows: locations as well 
as resources were selected from the lists of created locations and resources. The 
amount of resources for every shift was created with the help of macros in or-
der to enable optimization in resource allocation in the future. Data (presented 
in the resource definition chapter (4.4.5)) for the amount of resources were 
gathered from the Emergency Department at the Central Hospital of Jyväskylä. 
Duration for each shift was defined just as in the real system. In the real system 
there were three different shifts: 
 

• Morning shift: 07.00am-15.00 pm 
• Evening shift: 15.00pm-22.00pm 
• Night shift: 22.00pm-07.00am 

4.4.8 Data handling and distribution definitions 

Data was collected by observing patients in the Emergency Department for two 
weeks in August 2004. The patients were observed 24 hours a day and seven 
days a week. In addition, the observation data from the earlier research, which 
was conducted half a year earlier, was also available and was used in this pro-
ject. Altogether there were six weeks’ data available. The total number of pa-
tients' visits was a little under 4000. 

In both cases the data was collected with a special form created for this 
project. The form included information, among other things, on the patient’s 
arrival (how the patient had arrived), symptoms, urgency (triage), and process 
times. 

Data collection was done by specialized nurses and secretaries, who filled 
the form as the patient went through the process. The form was among the pa-
tient’s other documents and thus followed the patient from one point of the 
process to another. After the patient had left the emergency department, the 
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data on the form was entered into an Access database and processed with SPSS 
and Stat: Fit statistical software. 

The most important definition of these concerns the information on dura-
tions of different events and activities (process times):  

 
• Reception phase 
• Nurse contact 
• Specialist contact 
• X-ray 
• Blood test samples analysis 
• Final doctor contact (final diagnosis) 
• Case history writing 

 
In simulation the waiting times of different phases are based on the durations of 
different operations and activities in the process. Because in our study only the 
starting times for every phase were written down, it was necessary to define the 
ending times of different operations by analyzing the collected data. If the end-
ing times had not been separately defined, i.e., had the duration of different op-
erations been considered to be the time between different phases (previous op-
eration ends when the next operation begins), it would have led to wrong op-
eration of the model. This is because the time between different phases includes 
both the actual operation time and the waiting time for the next operation. It 
should not be assumed that the duration of a doctor contact ends only when the 
patient is admitted to the next phase (X-ray, blood sample test, etc.). In the real 
world the duration of a doctor contact ends when the patient leaves the doctors’ 
office. This should be the case in the model as well. This is why it was impor-
tant to define the exact duration for every operation. The definitions of the du-
rations of different operations are explained next. 
 
Defining the duration of a nurse contact from the collected data 
A nurse takes care of the patient throughout the process so the duration of the 
nurse contact might be thought of as the duration of the whole patient process. 
But when thinking about the operation of an emergency department as a proc-
ess which advances from the patient's arrival to the patient's departure and 
which includes different phases, a nurse contact is better defined as a phase 
which includes the interview of the patient and the first treatments, after which 
the patient is guided forward in the process.  

However, because the duration of the operations was not gathered from 
the process by using the starting points and ending points, they had to be de-
fined from the data in some other way. The starting point was not the problem, 
because it was noted down during the observation process. The problem was in 
defining the ending point for the operation. The answer was found by examin-
ing the way nurses operate.  

After a nurse has interviewed the patient, performed the first tests (meas-
ured the blood pressure, etc.) and defined the urgency, s/he possibly orders 
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some tests for the patient. This is the case at least with the laboratory tests. Be-
cause at this point the patient is guided forward in the process and the nurse 
will not see another patient before the tests are ordered, it is assumed that the 
tests ordering point is the end of the nurse contact. 

By using the definition above, the distributions for nurse contact were de-
fined for each patient group separately. This was done with two special statisti-
cal tools. The distributions were put in the order of best fit, and the best distri-
bution was selected to represent the duration of the nurse contact. The dura-
tions and distributions for each group were: 
 

• SurgeryGE: Weibull(1., 1.4, 15.2) 
• SurgeryTrauma: Exponential(2., 8.24) 
• Neurology: Weibull(1., 1.63, 14) 
• Pediatric: Weibull(5., 2.44, 13.9) 
• Internal Medicine Weibull(3.3, 3.16) 

 
In each case, the first number specifies the random number stream sampled. 
 
Defining the duration of the first doctor contact from the collected data 
The definitions employed for the nurse contact phase were used for the doctor 
contact phase as well. The exact operation time with the patient should be de-
fined as accurately as possible in order to get the waiting times in the model 
specified correctly. A differentiation should be made between the first doctor 
contact and the final doctor contact in the model as well. In the real world it is 
usually thought that a doctor contact starts when the patient is seen for the first 
time by a doctor and ends when the final diagnosis is made, but from the proc-
ess point of view they are two separate phases and should be differentiated. 

Doctor contact was defined by analyzing the gathered data and by getting 
acquainted with the operation. Just as in the case of the nurse contact phase the 
starting time was available but the ending time was unclear and had to be de-
fined some other way. After analyzing the process and the data available we 
concluded that the best point to represent the ending of the doctor contact 
phase was the ordering of the tests, especially x-ray tests. A doctor usually first 
examines the patient and then orders any necessary tests before seeing another 
patient. Particularly x-ray tests were selected to represent the ending point, be-
cause only doctors can order those tests. By using these definitions the opera-
tion times for the first doctor contact for each patient group were defined as fol-
lows: 
 

• SurgeryGE: Lognormal(1., 1.79, 11) 
• SurgeryTrauma: Inverse Gaussian(1., 10.2, 11.2) 
• Neurology: Weibull(2., 1.66, 12.8) 
• Pediatric: Exponential(1., 5., 9.03) 
• Internal Medicine: Inverse Gaussian(1., 11.2, 9.57) 
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Defining the duration of the final doctor contact from the collected data 
As in other phases, the starting time was already known in this phase as well, 
but the ending time once again remained unclear. By analyzing the operation 
and collected data, it was possible to define the end of the final doctor contact. 
The operation which described the end of the final doctor contact best was the 
delivery of the dictation tape to the secretaries’ office for transcription. The doc-
tor can not see another patient before the dictation is ready and fetched from 
the doctor’s office. 

The distributions for each patient group were defined by using statistical 
tools (Stat:Fit, SPSS), and the distribution which was the best (number one in 
the ranking) was selected to represent the duration of the first doctor contact. 
The distributions were: 
 

• SurgeryGE: Weibull(1., 1.42, 13.8) 
• SurgeryTrauma: Weibull(1., 1.44, 17.9) 
• Neurology: Erlang(1., 6., 2.69) 
• Pediatric: Triangular(4., 46.9, 4) 
• Internal Medicine: Pearson5(4.15, 55.7) 

 
Defining the duration of the case history writing from the collected data 
The duration for the case history writing differed from the other definitions, be-
cause both the starting time and the ending time were available. These were 
written down on the form during the observation. In this case, the only thing 
which had to be done was to define distributions for each group. A statistical 
analysis defined the following distributions for representing the duration of the 
case history phase: 
 

• SurgeryGE: Exponential(3, 20.7) 
• SurgeryTrauma: Lognormal(1., 2.69, 0.795) 
• Neurology: Pearson 6(3., 32.3, 2.5, 4.88) 
• Pediatric: Exponential(5., 13.1) 
• Internal Medicine: Inverse Gaussian(3., 49.9, 26.8) 

 
Defining the duration of the laboratory operation from the collected data 
The operation of the clinical laboratory was defined in more detail than initially 
thought possible. On the observation form there was only information on times 
when the test had been ordered and when the results were ready. This kind of 
examination was too approximate, because the collaboration with the clinical 
laboratory consisted of many different phases and those phases needed to be 
studied more closely. 

In order to examine the operation in more detail, more accurate data was 
needed. The information on operations and durations of operations were re-
ceived from the clinical laboratory. The time information on every phase of the 
collaboration between a clinical laboratory and an emergency department had 
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been collected in these observations. This data was then used to define all the 
necessary distributions for the model. 

The process was divided into four different phases. This kind of division 
was accurate enough for enabling the examination which was needed for this 
study. The first phase of the process consisted of the nurse's walk to the ED af-
ter a request for tests had been receipted in the clinical laboratory. There were 
well-defined time stamps for that definition. After the nurse had arrived in the 
emergency department, blood samples were taken from the patients. This was 
the second phase of the laboratory process. However, data for this phase of the 
process was not directly available, so it was estimated by the staff. The last two 
phases after the actual sampling action were the delivery of the samples to the 
laboratory and analysis. These two phases were combined and the time for this 
combined operation was statistically defined from the collected data. 

The laboratory process was common for all patient groups so there was no 
need to define the laboratory operation for all groups individually. Therefore, it 
was specified to be the same for all the groups. The durations for every phase of 
the process were defined from the collected data as follows: 
 

• Walking to the ED: Exponential(3,7.74) min 
• The sampling action: Uniform(3,1) min 
• Delivering the samples to the laboratory and analysis: Weibull(1.89,58.5) 

 
Defining the duration of the X-ray operation 
Originally the X-ray operation was defined just like the laboratory operation, on 
a very coarse level.  On the form there was only information on the time when 
the imaging services were ordered and when the results were ready. However, 
from the processes point of view as well as from the animation point of view 
this kind of specification was not accurate enough and would have led to a dis-
tortion in the graphical presentation. There was a need to separate waiting from 
the actual operation, and from the time before the results would be ready for a 
doctor's examination.  

When the examination of the process is conducted on a coarse level as it 
originally was in this study, valuable information may be lost on the operation 
of the modeled system. For example, our study would not have allowed a pos-
sibility to study the queues, because the time between an order and the results 
would have included the waiting as well as the actual operation time. This 
means that there would have been just a single location where the patients 
would have been situated in parallel with each other for a particular period of 
time. 

The definitions of the X-ray process were much easier to do than the defi-
nitions of the clinical laboratory. This was because the only corrective which 
needed to be made was the information on the actual imaging phase. In the 
laboratory process there were more specific definitions, such as information on 
the amounts of patients and samples during one round.  
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Because the information on the actual operation was not directly available 
from the collected data, the duration definitions were estimated by the X-ray 
staff.  The definitions were made for each group separately, because different 
patients and symptoms required different amounts of treatment. The durations 
were estimated as follows: 
 

• SurgeryTrauma: The operation was estimated to last 10 minutes on av-
erage. Because there is always some dispersion in times, half range was 
defined to be 2 minutes and uniform distribution was selected to be the 
best representation of the duration (U(10,2)). It means that the mini-
mum value is 8 minutes and the maximum value is 12 minutes and all 
the values between these limits are equally possible. 

• SurgeryGE: The estimation for the duration and the grounds for esti-
mation were the same as they were for SurgeryTrauma. 

• Neurology: The duration for neurology patients is slightly longer due 
to symptoms. In their case the duration was estimated to be 20 minutes 
and half range was defined to be 2 minutes. Uniform distribution was 
selected to be the best distribution for describing the duration. The 
definition in the model was U(20,2). 

• Pediatric: The estimation by the staff was the same as it was with the 
Surgery patients. Under these circumstances the definition in the 
model was U(10,2). 

•  Internal Medicine: The estimation in the case of internal medicine was 
15 minutes. Dispersion was defined to be 2 minutes as was the case 
with all the other specialties as well. The definition in the model was 
hence U(15,2). 

 
The process times for each phase of the process in each patient group separately 
are summarized in Table 9. 
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TABLE 9 Process times for each phase of the process 

 

4.4.9 Processing definitions of the simulation model 

Processing logic defines the routing of entities (patients, blood test samples, lab 
test results and other documents in this model) through the system and the op-
erations to which the patients are subjected at each location. Routing definitions 
specify how and to where the patient is guided from a certain location. Opera-
tional definitions for their part specify everything that happens to the patients 
at each location until they exit the system. In other words, processing defini-
tions make the model functional. 

However, before the processing logic building is possible, all the locations 
and the entities (patients, documents, resources, samples, etc.) to be referred in 
the processing have to be defined. If these definitions have not been made, it is 
impossible to reference them, which makes it difficult to specify activities in the 
model and build the logic. 

This phase of the process is the most crucial phase for making the model 
functional. This is the phase where the whole operation of the model is defined 
for every entity, location and resource. The conceptual models are now trans-
lated into a computing language. The gathered and processed data are entered 
in the model as well. In this phase the modeler has to be very careful in order to 
get the model work just like the real system.  

Processing logic definition consists of two different phases. In the first 
phase the operational definitions are made. This phase includes three different 
specifications which all are important. First the entity type for which the proc-
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ess is defined needs to be specified. After this a location where the process oc-
curs is selected and defined. The last and the actual functional part of the opera-
tional definition is to establish all the actions to which the specified patient at 
that specified location is subjected. This is done by coding, using some pro-
gramming language. Usually at least the amount of the time the entity spends 
at the location needs to be defined. If the entity needs a resource to process it, it 
is normally specified here as well. The operational definition requirements are 
shown in Table 10. 

TABLE 10 The operational definitions required for the processing logic in the model 

 

In order to move the entity forward in the process, the routing specification has 
to be made. This is done after the operation logic is specified. Routing defini-
tions guide the entity to the next location in the process. These four necessary 
specifications are shown in Table 11. 

TABLE 11 Required routing definitions for the processing logic in the model 

 

Routing definitions start by specifying the name of the entity resulting from the 
operation. The name can be the same as it was when the entity entered the loca-
tion, or it may be some other name, or there can be even several names for the 
entity leaving that location. After the name definition, the location where the 
entity is about to move to after the operation is complete is specified. These are 
the basic elements for routing. 

However, these output and destination definitions tell only where to 
guide the entity next. It is also important to know how they are routed there 
and in which order. That is why the rule and move logic definitions need to be 
made. This is the case especially for tools with animation capabilities.  

The rules definition may contain several different features which extend 
the operation of the model. Rules are basically used for the selection of the next 
location (if there are for example multiple locations for a certain operation). In 
our model the following definitions were possible: 
 

• First available 
• By turn 
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• If join request 
• If send 
• Until full 
• Probability 
• User condition 
• Most available 
• Random 
• If load request 
• Longest unoccupied 
• If empty 

 
These rule definitions may vary with different tools, but in principle at least a 
few options on how to select an appropriate location after another are needed. 

The move logic allows defining the method of movement for the entity. 
Any other logic to be executed during the movement can be defined as well. 
This was an important definition in our case because of the animation and the 
resource reservation involved. This is the place where it can be specified 
whether the entity can move all by itself or whether transportation to move it to 
another location is required. 

Now when all the basic principles are clear, it is time to have a closer look 
on the processing definitions of the emergency department. There are locations 
and operations which are universal for all patient groups but there are also cer-
tain locations and operations which must be specified for each patient group 
individually. We will proceed, from here on, phase by phase starting with the 
patient arrival and advancing until the patient exits the model. This will pro-
vide us with a clear understanding of how the model in this study was devel-
oped and how it should be developed. 
 
Definitions for the patient entering the model (entrance) 
When the patient is created in the model, there are several definitions which 
have to be made in order to define the right order for treatment and to enable 
collection of time information on the patients at different locations. In this 
model there are two important definitions which needed to be made. These 
definitions are the triage definition and the time attributes definition. The triage 
definition specifies the urgency of the patients in the model. It was made with 
the help of the empirical distribution processed from the collected data.  

The empirical distribution definition in the model is based on four impor-
tant specifications.  The distributions were first identified. In other words, they 
were given names in order to identify and include them in the code used. Then 
there was the selection to determine whether the distribution would be con-
tinuous or discrete. For the purpose of this study, discrete distributions were 
preferred. There was also information on cumulativeness and, most impor-
tantly, on percentages of each urgency level. These definitions are shown in Ta-
ble 12:  
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TABLE 12 The empirical distribution for the triage definition  

 

Time definitions in the model were made to enable validation. They measure 
time between the arrival and a certain operation (for example how long the pa-
tient had been in the process until seen by a doctor for the first time, for the last 
time, etc.). To save the time information at different points, certain attributes 
needed to be defined (for storing the information). There were also many other 
attribute definitions, which will be explained in more detail later. In this work 
time was measured at three different phases of the process: 
 

• Time when the patient was seen by a doctor for the first time 
• Time when the patient was seen by a doctor for the last time (final diag-

nosis) 
• Time when the patient exited the system. 

 
At each location the time information was gathered and stored in the defined 
attribute. These time stamps were then used in the model validation. 

After the entrance all the patients are routed to the reception. This defini-
tion was the same for each patient group. The whole processing logic definition 
at the entrance phase is shown in Table 13. 
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TABLE 13 Processing logic definitions of the entrance phase 

 

Operations for the patient at the reception 
The next phase of the process after entrance is reception. This is a common 
phase for each patient group so there was no need to differentiate the action be-
tween these groups at this point. The duration of this phase was evaluated to be 
approximately five minutes, and, therefore, normal distribution was used to de-
scribe the duration of this operation in the model. The average value was 5 
minutes and the variance 1 minute. These definitions were entered in the model 
logic by coding. In our software there was a certain function which made it pos-
sible to reserve the resource for a certain period of time. This function was used 
to specify the duration of the reception operation and to reserve a resource for 
the patient for that time. 

When the patient had spent the defined time at the reception, the routing 
definitions were needed again. In this model the routing was based on the tri-
age definition. There were different waiting areas for different triage patients. 
Level 1 and level 2 patients were acute patients, and they were routed to the 
waiting area for bed patients. Level 3 and level 4 patients were not as acute 
cases, and they had their own waiting area (chairs). In other words, the patients 
were divided into two groups based on the acuteness of their condition and on 
whether they were able to walk or not. The processing definitions of the recep-
tion phase are shown in Table 14. 
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TABLE 14 Processing definitions of the reception phase 

 

Waiting area definitions 
Waiting areas in the model were divided in accordance to the different phases 
of the process. There are waiting areas for the nurse contact, first doctor contact, 
final doctor contact, sampling, X-ray and case history writing. In this way it is 
easier to follow and observe queues and the numbers of patients at different 
phases of the process more closely than when using only one waiting area. Let’s 
first consider the waiting area of the nurse contact and its definitions. This 
phase had many more definitions than the previous operation areas. In addition 
to operational definitions there were more options for the advancement of the 
patient as well. 

The operational definitions contain a lot of information which guides the 
patient to the next phase of the process. To make the operation of the model 
easier to understand, especially the operation of its logic part, macros were used 
to execute bigger functional groups in the process logic.  

A macro is a placeholder for a set of statements and functions that might 
be used in an expression or logic field. It needs to be typed only once and can be 
called anywhere in the model by its name. Macros are used in this model at dif-
ferent phases. At this point it is essential to examine the macro definitions used 
in the waiting area of nurse contact.  

In the waiting area operation, logic of the nurse contact macros was used 
to define the routes forward and the distributions of lab and X-ray tests for the 
patients, who were guided directly to the tests after the nurse contact (without 
seeing the doctor first). The distributions for the routes and for the tests were 
created manually (empirical distributions) and coded into the macros. In addi-
tion to test distributions, there was also a definition about whether the patients 
who were guided directly to the tests were seen by the doctor between the tests 
or not. This definition was made by using the empirical distribution and it was 
embedded in the macro code as well. 
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Because there were five different patient groups in the model and their 
behavior was quite different from each other, it was essential to make these 
definitions for each group individually.  An example of a macro definition is 
shown in Figure 11. In that figure, macro definitions for internal medicine pa-
tients have been described. The same definitions were made for other patient 
groups as well, but since the logic in them is similar, differing only in percent-
age proportions and attributes, there is no need to show them all here. 

 

FIGURE 11 An example macro in the nurse contact phase (Internal medicine) 

Three different route options for the patients after the nurse contact emerged 
from the gathered data. It is possible for patients to go either directly to the tests 
without seeing a doctor first, they could be guided to the doctor’s office for the 
first time, or they could be seen by a doctor for the final diagnosis. These rout-
ing specifications were made in the model based on the processed data and by 
using the empirical distribution definitions. These definitions were placed into 
the macros to be called in the operation logic code. The processing definitions of 
the nurse contact phase are shown in Table 15. 
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TABLE 15 Processing definitions of the nurse contact phase 

 

Definitions for the waiting area of doctor contact 
The waiting area of doctor contact did not need any extensive specifications, 
because in this area the patients just waited for their turn to enter the doctor’s 
office. The only definition which had to be made (if the animation was wanted 
to be as accurate as possible) was the graphical definition. Because we were us-
ing software which possessed the capabilities of visualization, these definitions 
were also made.  

The waiting area of doctor contact, just like the other waiting areas, was 
divided into two parts based on the acuteness (triage) of the patient's condition. 
It was important to make the graphical definitions in the model based on 
whether the patient was lying on the bed or sitting in a chair. Otherwise the 
animation would not have given a right picture of the process. Apart from the 
graphical definitions, no other definition was needed. 

The routing definitions were very simple as well. In the model, there was 
only one destination available for patients leaving this phase, thus only one des-
tination definition was required. This was, of course, the doctor’s office. 
 
Doctor contact definitions 
Both the first doctor contact and the final doctor contact (diagnosis) took place 
in the same area, in the doctor’s office. Because two different operations had to 
be defined for the same area and the amount of data was quite large, two dif-
ferent macros were used. There were separate macro definitions for the first 
doctor contact and for the final doctor contact. This was the only way to differ-
entiate whether the patient was entering the first doctor contact phase or the 
final doctor contact phase and to define how the patient should be treated. 

The decision whether the first doctor contact macro or the final diagnosis 
macro would be called in the logic was made with the help of two different at-
tributes. These special attributes were the After_Nurse_contact attribute and the 
First_Doctor_contact attribute. The values of these attributes were defined in 
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the earlier nurse contact phase. If the value of the After_Nurse_contact was one, 
or the value was two and the value of First_Doctor_contact was two, macro for 
the first doctor contact phase was called and the patient entered the first doctor 
contact phase. Otherwise the patient would enter the final diagnosis phase. Be-
sides the macro definitions there were certain definitions for the graphical rep-
resentations and time collection in the logic as well.  

When the patient leaves the doctor’s office there are several options where 
the patient could be routed. If the patient were in the first doctor contact phase, 
s/he could either go to the lab or to the X-ray unit. On the other hand, if the pa-
tient were in the final diagnosis phase, the options would be either to go home 
or advance to the case history writing phase. The operation logic and routing 
definitions are shown in Table 16. 

TABLE 16 Processing definitions of the doctor contact phase 

 

The actual code for both phases was created using macros as described earlier. 
These macro definitions were made for each patient group individually, be-
cause there were certain differences in the distributions regarding how the pa-
tients were routed forward in the model and how they were guided to the tests 
(blood tests samples and X-ray). The duration of these phases (first doctor con-
tact and final diagnosis contact) differed as well. Because there were five differ-
ent patient groups, it is not necessary to demonstrate the definitions for all of 
those groups individually but just to give an example of one special field. This 
helps us to see how the macro definitions were made in this model. The macro 
definitions of the internal medicine are shown in Figure 12. 
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FIGURE 12 Macro definitions of the internal medicine 

Definitions for the waiting area of laboratory operations 
The waiting areas have not contained many functional definitions so far, be-
cause the routes from the waiting areas have been mostly straightforward or 
otherwise simple. However, in the case of the laboratory the situation is a little 
bit different. When examining the operation in a more detailed way than just as 
a duration between the test orders and lab results, the valid operation of the 
emergency department has to be taken into account more carefully. 

In the real operation a nurse starts the round from the laboratory to the ED 
as soon as the orders are received. The number of the test requests depends on 
how many requests have arrived at the laboratory while the nurse has been on 
the round. The number of requests is directly related to the number of patients 
and the number of tests needed (which, in turn, depend on the symptoms of the 
patient). 

The probable number of patients during one round was obtained by ana-
lyzing the gathered data from the Emergency Department at the Central Hospi-
tal of Jyväskylä. The probabilities for different amounts of patients during one 
round are shown in Figure 13. 
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FIGURE 13 The probabilities of the number of patients visiting the waiting area of labora-
tory operations 

The probabilities shown in Figure 30 were defined in the model by using em-
pirical distributions. The values of these distributions were stored in the attrib-
ute called the “patient group”. The value of this attribute was used to gather a 
certain number of patients in the waiting area and group them together. These 
patients were then moved to the waiting area for the sampling action. The op-
eration logic in the waiting area of the sampling action is shown in Table 17. 

TABLE 17 The operation logic in the waiting area of the sampling action 

 

The route from the waiting area leads to the area where the grouped patients 
are ungrouped. They are then forwarded to another area, where a nurse takes 
blood samples from them one by one. Because there is only one route option for 
the group, no special definitions had to be made. There was only one entity 
group to be routed from the actual waiting area. These definitions were very 
simple and they do not need to be demonstrated here. 
 
The definitions of the sampling action phase 
Laboratory process starts in the sampling action phase. In this phase a nurse 
comes and takes the blood test samples from the patients one by one and deliv-
ers them to the clinical laboratory for analysis. As mentioned earlier, the sam-
pling action phase is the first phase of the laboratory process. In that phase the 
graphic definitions are made, ID:s which link the patient and certain samples 
together are created, and the use of resources as well as routing attribute defini-
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tions are configured. These definitions are coded in the model (operation logic) 
as shown in Table 18. 

TABLE 18 The operation logic of the blood test samples analysis phase 

 

Because there were two types of entities in this phase at the same time and they 
were routed to different locations, the routing definitions had to be made for 
both entities separately (as was the case with the operation logic also). Docu-
ments were routed to the waiting area and patients were routed forward in the 
process. The routing definition for both entities is shown in Table 19. 

TABLE 19 Routing logic of the sampling action phase 

 

The definitions of the analysis phase of the blood test samples 
The blood test samples from the sampling action area were delivered directly to 
the laboratory by a nurse. The operation of the analysis phase was not analyzed 
very closely at this phase, only the duration for the whole operation of a labora-
tory was defined. It included both the actual analysis time and the walking time 
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from the emergency department to the laboratory. The results are shown in Ta-
ble 20.   

TABLE 20 The processing logic of the blood test sample analysis phase 

 

The definitions of the X-ray process 
There were specific areas for waiting to be X-rayed and for the actual X-ray 
process in the model. In the waiting area patients waited for their admittance to 
the X-ray, and they entered the room, where the actual imaging took place, one 
by one. The amount of resources performing the imaging was defined to be one. 
The durations of operations, which have been defined earlier in this work, were 
coded into the operation logic at this point as well. By using these two defini-
tions, patient’s treatment and the duration of the treatment could be handled in 
the model. 

Besides operational logic, the routes after the X-ray needed to be defined 
as well. The route definitions were based on five different attributes and their 
values: 
 

• Lab attribute: includes information about whether the lab tests have been 
taken (if ordered). If the value of the attribute is 1, then the blood test 
samples have not been taken from the patient yet. If the value is 0, then 
the patient has been in the sampling area and does not need to be routed 
there any more. 

• X-ray attribute: is used in the same way as the lab attribute. The possible 
values are either 1 or 0. 

• Triage attribute: is used to define whether the patient is a bed patient or 
a walking patient. There are different waiting areas for both of these ur-
gency types in the model, so the value of this attribute was quite impor-
tant for routing. There were four possible values for this attribute. Values 
1 and 2 meant that the patient is a bed patient and values 3 and 4 meant 
that they are independent (able to walk, do not need any assistance). 

• Tests attribute: holds the value which tells whether only a lab test or only 
an X-ray test or both have been ordered for the patient 

• First_doctor_contact attribute: defines whether the first doctor contact is 
before the lab test/X-ray test/both tests or between them. 
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All the possible situations and the phase where the patient was when the X-ray 
was taken were defined in the operation logic. Based on those definitions the 
routes forward in the process were specified. The processing logic as a whole is 
shown in Table 21. 

TABLE 21 The processing logic of the X-ray phase in the model 

 

 

The definitions of the case history writing phase 
This phase of the process is only for patients who are transferred to some other 
institution for treatment after the emergency department. The case history 
documents for patients who are discharged are written after they have left the 
hospital. For them this phase does not need to be examined because they do not 
load the system like the patients who are transferred further for treatment. 
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The process of case history writing in our model was quite similar to the 
blood test sample action phase. The patient and the actual document (tape) 
were both guided to the different locations. The patient was guided to the wait-
ing area where s/he waited until the documents were ready and the dictation 
tape was delivered to the secretaries’ office where the secretary transcribed it. 
After the tape was transcribed the documents were delivered to the waiting 
area where the patient was, and the patient could be transferred forward. The 
patients and documents were interlinked in the model by using special ID defi-
nitions. In this way it was possible to make sure that the right documents were 
delivered to the right patient, which, for its part, took care of the validity of the 
model. 

Because the operations for the patient and for patients’ documents were 
done in different places, the operation logic had to be built for them separately 
as well. For the patient the logic was quite simple, because the operation in the 
waiting area consisted basically of waiting. The only definition which had to be 
made was the request for the case history document. This request was made by 
using an ID which was defined both for the patient and the tape in the final 
doctor contact phase. The definitions for the tape required a bit more code and 
logic. There had to be a definition for the duration of the writing operation and, 
of course, definitions for requesting a certain resource to perform the operation. 
The operation logic is shown in Table 22. 

TABLE 22 The operation logic of the case history writing phase 

 

Routing definitions had to be made for both entities separately just as in the 
case of the operation logic. The routing took place in two phases. First the 
documents were routed to the waiting area, and after that the patient was 
routed forward in the process. Although this phase was the last phase in the ac-
tual patient process of the ED, in the model there was still one phase for the pa-
tients to go through. This phase made it possible for the patients to leave the 
system, so that the data needed could be collected. The routing definition for 
both entities is shown in Table 23. 
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TABLE 23 The routing definitions of the case history writing phase 

     

Exit definitions 
The last phase of the process in the model was the exit phase. In this phase there 
was no need for any other operational definitions except for data collection 
definitions. There was a special attribute in the beginning of the process in the 
entrance phase which was defined to be the storage for the time information. 
Value of the elapsed simulation time in minutes was stored in that attribute. In 
the beginning it was initialized to zero, and the end value stored in the exit 
phase showed thus the total length of stay of patients in the ED.  

4.4.10 Arrival definitions 

Any time new entities are created into the model, it is called an arrival. Arrival 
definitions are in a very important role in the simulation process, because they 
have a big effect on the patient numbers at different phases of the process and 
on the formation of queues. To create arrivals into the model, a few definitions 
have to be made. These definitions are: 
 

• Location of the arrival 
• Frequency of the arrivals 
• Total occurrence of the arrival 
• Number of new entities per arrival 

 
In this study there were five different patient groups, and the definitions above 
were specified for each group individually. This was done because each patient 
group in the model was operated separately and routed differently. The arrival 
definitions for our model are shown in Table 24. 
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TABLE 24 The required definitions for the arrivals in the model of an emergency de-
partment 

 

The “Quantity each” field is the definition which differentiates the groups from 
each other and makes the arrival process functional. In that field the number of 
entities in the group as well as the arrival cycle for the group are defined. There 
are different possibilities for defining the arrival cycle. The definition can be 
made with statistical distributions or by defining the cycle as a pattern of indi-
vidual arrivals which occur over a certain time period. If none of the statistical 
distributions is directly appropriate, it is best to define it manually. In such a 
case the following definitions have to be made: 
 

• Quantity/Per cent 
• Cumulative 
• Table 

 
The Quantity/Per cent definition specifies the total number of patient arrivals 
per cycle occurrence. There are two options, quantity and per cent, just as the 
name of the definition implies. In this study the per cent option was selected as 
the basis for arrivals. 

The Cumulative definition is used to specify the format of the Quan-
tity/Per cent values. It can be either cumulative or non-cumulative. Which 
should be used depends on the case and the system being modeled. In our case 
we used non-cumulative format for per cent values. 

The Table definition is used to specify the cycle parameters. The cycle data 
is entered into the table using two definitions. These definitions are time and 
format for the cycle (quantity or per cent). Because the data was expressed in 
terms of percentages, percent values were selected as the basis for the cycle in 
this study.  

The starting time for simulation in the model is defined to be 07.00 am and 
the end 07.00 in the next morning. It means that the time interval is 24 hours. 
The day in the arrival cycle is divided as follows: 
 

• 07.00-12.00 (these are the first five hours defined in the table) 
• 12.00-16.00 (these are the next four hours in the cycle table) 
• 16.00-20.00 (these are the next four hours in the table) 
• 20.00-24.00 (these are the next four hours in the table) 
• 00.00-07.00 (these are the last seven hours in the cycle table) 
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All the arrival definitions of the model of an emergency department are shown 
in Table 25. 

TABLE 25 The functional arrival definitions of the model of an emergency department 

 

4.5 Validation of the programmed model 

It is crucial to check the operation of the programmed model before advancing 
in the process. The main objective is to examine whether the programmed 
model, based on the conceptual model, works as it should. In other words, is 
the operation of the model valid and can it be trusted? The validation phase 
consists of two parts. These parts are the static revision phase and the dynamic 
revision phase. 

In the static revision phase the model is analyzed by going through it 
phase by phase. This way it is possible to find out any mistakes in the models’ 
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structure. In the dynamic revision phase the model is run under differing condi-
tions: different input parameters are used in order to see whether the model 
produces desired and realistic results or not.  

The model was verified and validated using its visual and numerical in-
formation. The structure of the model was examined via animation and then 
discussed with the staff (nurses and doctors). The logic of the model was pre-
sented phase by phase and compared to the conceptual model.  

The model was validated by carrying out a confidence interval examina-
tion concentrating on the patients’ average throughput time. Each patient group 
had some of their own resources and process routes, and also shared resources 
and process routes. Thus, the average throughput time of all patients was the 
best target variable. The average throughput time included all the individual 
and shared processes and described how the ED of Special Health Care oper-
ates: 
              n 
The average length of stay = ¹/n ∑ p(t)i, 
             i=1 
where p(t)i = time of the patient i in the system 
 
All the other specifications were made when the target variable for validation 
was selected. The most important definition is the margin of error of the simula-
tion model. To make the model work as accurately as possible, the acceptable 
margin of error was defined to be 5 %. With this kind of error margin, the re-
sults of the real system and the results of the simulation model will not differ 
significantly from each other. 

Besides common definitions, some run-time definitions had to be made 
before the actual simulation run (validation run) as well. Run-time definitions 
are very important for the model reliability. They will be examined next.  

 
Runtime definitions of different scenarios 
In order to get reliable results, some important run-time definitions were re-
quired for the model. The following definitions needed to be made: 
 

• The length of the warm-up period 
• The length of the actual simulation run 
• Number of replications 

 
Warm-up period is a one of the most important definitions to make in order to 
get reliable results. In a steady-state simulation the simulation run starts out 
empty, which means that it usually takes some time before it reaches steady 
state. The time it takes to reach steady state may vary considerably. For some 
models, steady state might be reached only after several hundred hours while 
some models need only a few hours to reach steady-state. In simulating steady-
state behavior the problem is in determining when a model reaches steady-
state, and this is why it is important to use the warm-up period. The warm-up 
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time defines the period of time which is allowed to elapse before the gathering 
of statistics is started. This way it is possible to eliminate any bias due to obser-
vations taken during the transient state of the model. 

The danger in simulation is in underestimating the warm-up period in-
stead of overestimating it. To make sure that the warm-up period would be 
long enough for our study, it was defined to be a whole week. This way the sys-
tem would have enough time to reach steady-state.  

After the warm-up period had been determined, the length of the actual 
simulation run was defined. With independent replications, the usual recom-
mendation is to run the simulation for a sufficient number of times to allow 
every type of event (also the rare ones) happen at least a few times if not several 
hundred. The longer the run is, the more reliably the results will represent a 
steady-state behavior. In our model, the length of the simulation run was de-
fined to be one week. This was an appropriate period of time for each type of 
event to take place at least a few times. 

Number of replications was the last required run-time definition which 
had to be made in our model. It is an important definition, because if there are 
random features in the real system, the results of the simulation will be random 
in nature as well. Multiple replications are needed, because the results of a sin-
gle run give only one possible outcome, even though there might be several 
possible outcomes. Multiple replications make it possible to test the reproduci-
bility of the results and to avoid the possibility that a decision might be made 
based on a fluke outcome, or on an outcome which is not representative. 

The simulation run was replicated 30 times. Every replication was inde-
pendent, which meant that the starting value (seed value) for each random 
stream was different for each replication. This ensured that the random num-
bers generated from replication to replication were really independent. 

Once all the run-time definitions were made, the next phase was the actual 
simulation run. The simulation run and the results are considered next. 
 
Simulation (validation) run and the results  
Since the length of the warm-up period and the actual simulation run were both 
defined to be one week, the actual run was performed as follows: before the sta-
tistics collection, the model was run for one week in order to allow it to reach 
steady-state. After that the statistics collection was started and the model was 
run for another week. The simulation run was replicated 30 times. The average 
values of those runs were then calculated and presented as results. The results 
are shown in Figure 14. 
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FIGURE 14 The results of the validation run of the developed model 

After the simulation run, the analysis phase of the results followed. The results 
themselves do not tell anything unless they are analyzed. How the results were 
analyzed in this study and how they should be analyzed in order to get mean-
ingful information is explained next. 
 
Analysis of the simulation results 
Analyzing the differences between the results of real data and the results of the 
simulation model can be performed by comparing the average results of a se-
lected target variable through several replications. If the results are close to each 
other or if the decision requires greater precision, hypothesis testing should be 
used. In such testing, first a hypothesis is formulated. The usual assumption is 
that the real system and the model both result in the same throughput time. Af-
ter the hypothesis formulation a test is made to see whether the results of the 
simulation lead to the rejection of the hypothesis or not. 

Comparing different outcomes requires a careful and accurate analysis to 
ensure that differences being observed are caused by the actual differences in-
stead of statistical variation. This is where running multiple replications may 
prove very helpful. More replications usually give more accurate results, be-
cause after several runs there are more results from which to calculate the aver-
age mean. The more observations there are in the analysis phase, the more ac-
curately the average mean can be defined.   

The basic analysis was made by comparing the results of the simulation 
run with the results analyzed statistically from the real data. The hypothesis 
was that there is no difference between the results. The collected observation 
information was analyzed by using the SPSS statistical software. The following 
value was obtained: 
 
Patient’s average length of stay in the emergency department = 255,19 minutes 
 
As can be seen in Figure 40, the result of the simulation was almost the same as 
the result analyzed from the real system. As the acceptable error of margin had 
been defined to be at most 5 %, and the errors between simulation results and 
the real system results were less than one per cent, it was clear that there was no 
significant error between the real system and the simulation model. The hy-
pothesis was thus accepted. The model was found valid and working in the 
same way as the real system. 
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However, because there is always randomness in the model which is a 
consequence of the randomness of the real system, it was desirable to determine 
a confidence interval for the output as well. This had to be done because, due to 
randomness, the mean is not the same for each simulation run. A confidence 
interval is a range where the true mean can be expected to fall with a certain 
level of confidence. In order to find out the upper and lower limits, the confi-
dence level has to be defined. It can be, for example, 90 %, 95 % or 99 %. If the 
confidence level is selected to be 95 % then we would be able to say that there is 
a 95 % probability that the true mean of the modeled system lies between the 
calculated limits. 

The confidence interval is defined by using a certain equation. If the con-
fidence level is 95 %, then 
 
x = p ± 1,96 * S,  
 
where p is the average value of patient’s length of stay and S refers to standard 
error of the mean. The value 1,96 comes from normal distribution.  
 
However, in order to solve the equation, standard error of the mean need to be 
calculated as well. The standard error of the mean is obtained from the equation: 
 
S = s/√n, 
 
where s is the standard deviation and n is the number of replications 
 
The confidence level in our study was selected to be 95% and the confidence in-
terval was defined by using the equation p ± 1,96 * S. In order to solve the equa-
tion, the standard error of the mean needed to be calculated first. It was defined 
as follows: 

In the simulation run s = 28,22 (shown in Figure 40) and n = 30 (number of 
replications). These values are substituted in the equation of standard error of 
the mean, S = 5,15. When the standard error of the mean is known, it is possible 
to calculate the 95 % confidence interval for the simulation results as follows: 
 
Confidence interval = 255,07 ± 1,96 * 5,15 = 255,07 ± 10,1 = 244,97 — 265,08. 
 
Now because the value 255,19 calculated from the real data settles within the 
confidence interval, the conclusion is that the calculated value does not differ 
significantly, with 95 percent confidence, from the value of the simulation 
model.  

To make sure that there really was no significant difference between the 
model and real system, the confidence interval for the real data was calculated 
as well. The results are shown in Table 26. 
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TABLE 26 Analysis of the real data 

 

As can be seen in Figure 40, the confidence interval for mean in the real data 
was 243,99 - 266,89 and in the simulation model 244,97 - 265,08, which means 
that they are very close to each other. Also from this point of view there is no 
significant difference between the results. The only difference is in the standard 
deviation. This is a consequence of the artificial operation time definitions in the 
model. Because there were no specific ending times available in the real data, 
they had to be created artificially. This artificial operation time formation led to 
too long operation times at certain phases of the process (for example in nurse 
contact), which caused errors in the model. That is why the data in the simula-
tion model had to be manipulated before the distributions were defined. This 
means that excessively long operation times were deleted in order to get the 
model work properly. 

Despite the variation in standard deviation the simulation model is accu-
rate and therefore valid, because the average values are very close to each other. 
Thus the model can be used as a decision support tool, and its results can be 
trusted. 

4.6 Simulation 

Simulation phase is the actual functional phase of the process.  Its main objec-
tive is to give information on the efficiency and behavior of the system with cer-
tain parameters. Before the simulation phase the system exists only on paper, 
and both the operation of the system and the progression of the events can be 
evaluated only conceptually, on a coarse level. When the model is transferred to 
the computer, it is possible to define a big set of variables and events the inter-
action of which, during a certain period of time, gives a more accurate view of 
the operation. This makes it easier to locate the problems and the bottlenecks 
within the model. 

The simulation phase, just like many other phases of the process, includes 
several sub-phases. These sub-phases are: 
 

• Definition of the input parameters 
• Duration of simulation 
• Duration of the warm-up period 
• Replications 
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Based on the given definitions the simulation is started. During and after the 
simulation run, better understanding of the behavior of the system being mod-
eled develops. All the possible problems and bottlenecks are revealed as well.  

The last part of the simulation phase is the analysis phase. It is performed 
from the point of view of questions and problems set before the simulation run. 
Normally under analysis are the resource allocation, queuing and locating the 
bottlenecks. This is the case especially in health care. 

Very often simulation can offer information which will reveal the prob-
lems of the system or at least locate the symptoms of the problems. However, it 
may not necessarily be able to find the cause of the problem or offer enough in-
formation on the nature of it. This is the difficulty of the analysis: in order to 
solve a problem, the cause of it should be located first. To get closer to a prob-
lem eluding solution, the model should be enlarged and its measuring accuracy 
increased. 

4.7 Documentation 

This is the last phase in the simulation process and belongs outside the actual 
technical simulation area. In this phase the results of all the phases are collected 
and they are documented carefully. Documentation is very important to allow 
the exploitation of the results later in the development of new models or in the 
refinement of the created model. 

Each phase of the process produces different and important results. In the 
first phase of the process the so-called project description and problems identi-
fication is formulated. The resulting document gives information about where 
the model answers can be found. The conceptual model developed in the proc-
ess analysis phase provides information on test points and describes the opera-
tion of the system being modeled. The actual modeling phase, for its part, de-
fines the structure of the model and gives information on variables used in the 
model. The results indicate solutions for the problems. A good documentation 
speeds up the design and development of new simulation models and makes it 
easier.      



   

5 CREATING A UNIVERSAL WAY OF ACTION FOR 
THE EMERGENCY DEPARTMENT BY USING A 
SIMULATION MODEL 

In this work the simulation model developed was used as a decision support 
tool. It was used to test alternative scenarios which would improve the opera-
tion of an emergency department. However, before the simulation model was 
fit to be used as a testing tool, it was essential to define the most crucial prob-
lems contributing to the inefficient operation of the ED. The problems and bot-
tlenecks of the process were located with the help of statistical analysis and the 
simulation model. Altogether four larger problems were defined: 
 

• Patients had to wait too long before they were seen by a doctor for the 
first time. 

• Late order of X-ray tests delayed the process (caused by a late first doctor 
contact). 

• Laboratory tests were ordered at different phases of the process. First a 
nurse could order certain tests based on the symptoms and then a doctor 
could order more tests. This led to increased waiting times. 

• Taking and delivering the blood test samples took too much time. Dur-
ing one shift it was found that a nurse had to walk almost 16 kilometers. 
This kind of manual delivery and numerous back and forth trips caused 
delays to the process. 

• Doctors were the most critical resource in the ED because the patients 
had to be seen at least two times during the process. Because there was 
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only one doctor on each shift, waiting time for a doctor contact could 
easily arise. Solutions for automating doctor’s operation were needed. 

 
Once the biggest problems were located, it was time to start developing alterna-
tive solution proposals for the problems found. Because there were certain pro-
tocols in the emergency department and the quality of care was to be main-
tained at least on the existing level, the solutions had to be developed with 
good care.  

In order to comply with the protocols, the development of alternative scenar-
ios, with the help of the hospital personnel who best knew the way of actions in the 
ED, was required. Only in this way it was possible to ensure that all the developed 
solution scenarios would be appropriate for the operation of the ED.  

However, this was not enough; good quality of care needed to be secured 
as well. This aspect was taken into account by ignoring the actual contact 
phases with the patient, i.e., operations when the patient was treated (when 
they were in the doctor’s office, in the X-ray unit, seen by a nurse, etc.) were not 
considered in this context. Only the phases where nothing was done directly to 
the patient and where the resources were employed for something else were 
put under examination and made subject to efficiency improvements. Solutions 
were sought by reorganizing processes, reallocating resources and employing 
technology. Some solutions which would improve the operation of an ED were 
indeed found. These were: 
 

• The triage-team method 
• A pneumatic tube delivery system 
• A speech recognition system 

 
The triage-team method was developed to solve three of the problems defined 
earlier. It is a solution which changes the structure of the patient process and 
allocates the resources differently. A long waiting before the first doctor contact 
can be eliminated and X-ray tests as well as all the laboratory tests can be or-
dered right in the beginning of the process. 

A pneumatic tube delivery system for its part solves the problem of blood 
test samples delivery. It provides an automated solution for the co-operation 
between a clinical laboratory and an emergency department. It eliminates the 
nurses' time-consuming back-and-forth trips and makes it possible to start the 
analysis phase for the samples much earlier than before. 

A speech recognition system was tested in order to find solutions on how 
to improve the efficiency of patient discharge after the final doctor contact. It 
was noticed that there were work phases in the ED which partially overlapped. 
This applied specifically to the case history writing phase. First a doctor dic-
tated the treatment instructions on the tape and then a secretary transcribed it. 
A speech recognition system was tested to find out whether the transcribing 
phase could be eliminated from the process. 
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The examination of different scenarios 
All the solution proposals mentioned above were tested with the simulation 
model. They were coded into the model one by one, as new scenarios and the 
results were compared with the original model (a validated model for the pre-
sent operation).  

The run-time definitions were the same as they were for the validation 
phase. The warm-up period as well as the length of the actual simulation run 
was defined to be one week, and the simulation run was replicated 30 times.  

The analysis of different scenarios differed a little from the analysis of the 
validation run. In the validation phase the results of the developed model were 
compared with the data from the real system, but in this phase the comparison 
was made between different scenarios. The evaluation of alternative configura-
tions was performed by comparing the average result of several replications.  

5.1 Description of the triage-team method 

Triage has been studied in few contributions. Martinez-Garcia & Mendez-
Olague (2005) discovered in their study that the person who classifies emergen-
cies in a hospital is a medical assistant without much medical training. They felt 
a need for a more experienced person to do the evaluation. Subsequently, they 
created a new role in the reception area to make it an area with a physician and 
a nurse. In that way an emergency could be much more accurately defined. 
Mahaputra, et al. (2003) presented a new ESI 5 level triage system. Levels 1 and 
2 dealt with the acuteness of the patient's condition, and levels 3, 4 and 5 dealt 
with predicted resource needs.  

The triage-team method developed in this study differs from the above by 
altering the structure of the patient process and by allocating the resources dif-
ferently. Earlier, the process started at the reception, where the receptionist 
documented all the patient's basic information and then guided the patient to 
the correct waiting area. The patient was next seen by a specialized nurse, who 
defined the triage, made the first examinations (measured blood pressure, etc.) 
and ordered the tests that nurses could order without consulting a doctor. The 
general protocol in the ED deems that a nurse cannot order X-ray tests, which is 
why they are ordered after the patient has seen the doctor. This has been the 
factor that has increased the throughput time of the patient, resulting in a high 
degree of utilization of the specialists. The triage-team method offers a solution 
to this problem. The purpose of the group is to reduce the utilization of the spe-
cialists and enable the ordering of all the tests the patient needs right after arri-
val, and in that way speed up the referral to treatment. 

The triage-team consists of three staff members, who, regardless of their 
special field, are to receive all patients. There is a receptionist, a nurse and a 
doctor, whom the patient will see first after arriving at the ED of Special Health 
Care. First the team defines the urgency (triage). The urgency includes four dif-
ferent levels: A, B, C and D.  A means that the treatment has to start immedi-
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ately, B means that the treatment has to begin in less than 10 minutes, C means 
that the treatment has to begin in less than one hour and D means that the 
treatment has to begin in less than two hours. 

After defining the urgency, the patient is interviewed (basic information), 
the symptoms are defined, all necessary tests are ordered, and the patient is 
sent to the next phase depending on the definitions made.  

The most influential activity in the triage-phase is the laboratory tests or-
dering protocol. Earlier the tests were ordered one by one in different phases of 
the process and by different staff members. First a nurse might order certain 
tests and then a doctor might decide to order some more tests later in the proc-
ess. This increased patients' waiting times, because they had to wait, in separate 
times, for their blood tests to be analyzed. In the triage-team method the tests 
are ordered as packages based on the symptoms. These packages were formed 
by analyzing the collected data and defining which tests were ordered for 
which symptoms during the whole process. 

Extra tests mean extra costs and that is why their effect on the total 
amount of tests ordered had to be studied carefully. This was done by compar-
ing the present operation with the package operation. The total amount of tests 
was not allowed to increase as a result of employing the packages.  

The study was made using the collected data. First the number of patients 
and the number of blood tests samples during a certain period of time were de-
fined. This information was based on the present operation. Once the amounts 
of the present operation were known, the definitions for the future operation 
could be made. In order to find out the number of blood tests samples in the 
case where certain packages were in use, quite a few definitions had to be 
made. The same period of time and the same number of patients were used to 
make these definitions.  

In order to get started it was essential to define the percentage of patients 
with certain symptoms. This was done by analyzing statistically the collected 
data. However, this kind of a definition was not accurate enough; it was impor-
tant to specify the number of patients who had laboratory tests as well. This 
had to be defined for each symptom group individually. When the information 
on the number of patients who had laboratory tests in each group was defined, 
the next thing was to find out how many tests were included in each symptom 
group. Once these parameters were known they were multiplied with each 
other and the results of different symptoms were summed up. The results be-
tween the present operation and the future operation (laboratory packages) 
were then compared with each other. The results indicated that there would not 
be any increase in laboratory tests. The results are shown in Table 27. 
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TABLE 27 The results of the laboratory packages test 

 

When all the activities in the triage-team method had been defined, it was time 
to test the method with the simulation model. The operation of this method and 
its effect on the overall operation were studied from two different perspectives. 
The efficiency was first examined. It was very important to define how fast the 
team should work in order to make the operation more effective. It was essen-
tial to find out the general time limits, because without that information it was 
very hard to define what tasks to include in the operation of the triage team and 
what operations should be handled with the help of the specialized nurses. 

The second perspective dealt with defining how many exceptional pa-
tients the team could process without slowing down the whole operation of the 
ED. Exceptional patients are patients who need more attention from the triage-
team (for example level A patient), therefore making the other patients  wait 
longer. 

In both cases the process times were defined using uniform distribution. Be-
cause the standard deviation and the other parameters were not known before-
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hand, it was assumed that any value within the defined range of variation was 
possible. That variation was regarded as quite small by the staff.  

5.1.1 Experiments and results 

The triage-team method was tested using several alternative process time sce-
narios. The staff estimated that the process time would be somewhere between 
4-6 minutes, if everything went well. Because it was just an estimate, several 
different scenarios were taken under examination. It was also very important to 
find out how long the operation could take before it would have a negative ef-
fect on the operation of the ED. The different process scenarios developed using 
uniform distribution are shown in table 28. 

TABLE 28 Different process time scenarios for the triage-team 

Scenarios Distribution 
Process time 0.5-1.5 minutes U(1,0.5) 

Process time 1-2 minutes U(1.5,0.5) 
Process time 2-4 minutes U(3,1) 
Process time 4-6 minutes U(5,1) 
Process time 6-8 minutes U(7,1) 
Process time 8-10 minutes U(9,1) 

Process time 10-12 minutes U(11,1) 
Process time 12-14 minutes U(13,1) 

 
All these scenarios were tested and the results were compared with the present 
operation, the focus being on the average throughput time of all patients. The 
variation of the process time was estimated to be quite small, due to the stan-
dard procedures that the triage-team performs. For this reason the minimum 
and maximum values were defined as being very close to each other in these 
scenarios. 

The results show that the operation is at its most efficient level when the 
operation time is between 4-6 minutes. This is also the most realistic estimation 
for the duration, because there are several tasks included in the Triage-team 
phase. These tasks require time if performed with good care. Performing the 
activities carefully assures a good quality of care, which is a very important fac-
tor in the development as well.   

The results show that if the duration of the triage-team phase is between 4-
6 minutes, it will reduce the patients' length of stay a little short of 30 %. The 
results also indicate that the operation becomes more effective when the process 
time is under 12-14 minutes. The results are shown graphically in Figure 15 and 
in a numerical form in Figure 16. 
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The effects of different Triage-team scenarios on 
the average throughput time for the patients
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FIGURE 15 The throughput times of different scenarios in the triage-team testing phase 

 

FIGURE 16 The results of different scenarios in a numerical form 

As mentioned before, the best results are achieved when the duration of the tri-
age-team phase is between 4 and 6 minutes. This might seem just a little bit con-
fusing at first, because normally it is thought that the faster the operation is the 
faster the patient can advance in the process before being discharged. Usually it 
is not thought that a fast operation in a certain phase of the process would cause 
long queues somewhere else in the process. In our study the fastest triage-team 
scenario caused longer queues for the lab and X-ray test phases as well as for 
the final doctor contact (specialist). 

  All the scenarios and their results are presented in Figure 16. The sce-
nario where the duration was between 4 and 6 minutes gave the best results. It 
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is also the most realistic estimation for the duration in the real world and 
thereby it was selected for further study.  

We wanted to be 95 % confident about where the true mean falls so we de-
fined the lower and upper limits by using the same equation we used in the 
model validation: 
 
95 % CI = p ± 1,96 * S,  
 
where p is the average value of patient’s length of stay and S the standard error 
of the mean. 
 
The values for the average value of a patient’s length of stay and the standard 
error of the mean were obtained from the results of the simulation run. The re-
sults of the best scenario are shown in Figure 17. 

 

 

FIGURE 17 The results of the best triage-team scenario 

Once all the parameters needed in the equation were known, the upper and 
lower limits could be calculated. The limits for the 95 % confidence interval 
were: 
 
95 % CI = 178,15 ± 1,96 * 8,01 = 178,15 ± 15,7= 162,45 – 193,85. 
 
As can be seen from the results, the difference between the triage-team method 
and the present operation is significant. The triage-team method improves the 
operation of an emergency department if it is implemented in a real environ-
ment. 

5.2 Description of a speech recognition system 

A speech recognition system is a system which converts speech to text in real 
time. In health care it is designed especially for doctors who commonly dictate 
their treatment instructions on tape. Currently, all doctors use tape recorders to 
document their instructions for treatment, and those instructions have to be 
typed up later. This is only one of the problems. Another problem is that tape 
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recorder is very slow to use. Although doctors know how to use tape recorder, 
and may be very adept in its use, the device is still very slow to operate. If a 
doctor makes a mistake or forgets what s/he dictated earlier, the tape might 
have to be rewound and listened to and possibly re-recording of some parts 
would be required as well. 

In a speech recognition system, the speech is converted to text in real time 
and the physician can see the dictation on the screen. Any mistakes can be fixed 
right away. The best part is that the dictation is automatically saved to be in-
cluded in the electronic patient record. 

5.2.1 The effects of a speech recognition system on the patient process at the 
ED 

A speech recognition system has an automating effect on the patient process. It 
will eliminate one phase totally (the case history writing phase), which cur-
rently is done manually by the secretary. The manual transcription phase 
means extra waiting time for the patient, and this passive waiting time in-
creases the total throughput time of the patient. 

Although a speech recognition system will directly benefit patients who 
need to get their treatment instructions before they are discharged, it will also 
ease the treatment of the patients whose case histories are normally written at a 
later time. This is because all the information concerning the patient is immedi-
ately available in the electronic patient record. In this study we are only concen-
trating on the operation of the ED of Special Health Care, and only the effects at 
the Emergency Department are under examination. The patient process, when a 
speech recognition system is in use, is shown in Figure 18. 

 

FIGURE 18 The patient process after the implementation of a speech recognition system. 
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5.2.2 Evaluating the effects of a speech recognition system with the help of 
simulation 

Simulation has not been used very often to test the effects of human use of dif-
ferent technologies on the patient process, even though it can be used for that 
purpose very efficiently.  

A speech recognition scenario was created in the model along the lines of 
the triage-team method earlier. The simulation time was one week. A warm-up 
time of one week was needed to reach steady state for the parameters in the sys-
tem being modeled. Each scenario was replicated 30 times. The main target 
variable was the total average throughput time of all patients. The decision 
variable used was the speech recognition system. 

New data for speech recognition system testing wasn’t gathered, because 
all the data necessary for it had already been entered into the model when test-
ing the new process scenario previously. We used the same distributions for the 
final specialist contact that were used earlier. 

In an ideal situation no delay is going to take place in the final specialist 
contact. This is simply due to the automating effect of a speech recognition sys-
tem. This new system is also much easier to use, although at first it may require 
some time before the users are totally acquainted with it.  

The simulation was performed by creating several new scenarios. In these 
scenarios the case history writing phase was removed, and the patients were 
discharged right after the final specialist contact.  

As mentioned earlier, in the ideal situation a speech recognition system 
will not affect the duration of the final specialist contact, but that possibility still 
remains. This is why in some scenarios the duration of the final specialist con-
tact was extended. In that way it was possible to test how much the duration of 
the final specialist contact could possibly lengthen before it would make the to-
tal throughput time longer. By examining that aspect it was possible to deter-
mine the extent to which this new system could delay the specialist's operation 
and still make the operation more efficient. The additional amounts of time by 
which a speech recognition system could lengthen the final specialist contact 
were created by using uniform distribution.  

The results of the new scenarios were then compared with the present op-
eration, where the case history phase was still included. The average through-
put time was the target variable which was compared. The present distributions 
of the final specialist contact and the additional times in the final contact of dif-
ferent scenarios are shown in Tables 29 and 30. 
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TABLE 29 Processing times for the final specialist contact (P5= Pearson 5, W= Weibull, 
ER= Erlang, T= Triangular). 

 
Specialty Time (min) 
Internal decease P5(4.15, 55.7) 
Surgery trauma W(1.44, 17.9) 
Surgery GE W(1.42, 13.8) 
Neurology ER(6,2.69) 
Pediatrist T(4,4,46.9) 

 
 

TABLE 30 Time additions to the final specialist contact in new process scenarios. 

 
Specialty Scenarios (min) 
Internal de-
cease 

+ U(2,1) + U(4,1) + U(6,1) 

Surgery 
trauma 

+ U(2,1) + U(4,1) + U(6,1) 

Surgery GE + U(2,1) + U(4,1) + U(6,1) 
Neurology + U(2,1) + U(4,1) + U(6,1) 
Pediatrist + U(2,1) + U(4,1) + U(6,1) 

 

5.2.3 Results of the simulation 

All the alternative scenarios of Table 2 were tested and the results were com-
pared with the present process. The focus was on the total average throughput 
time of all patients. The results show that if the speech recognition system 
works in the ideal way, which means that there is no change in the duration of 
the final specialist contact, there will be a 8,2 % reduction in the average 
throughput time. The results also indicate that the operation is more effective 
than the present operation if there is no more than 6,5 minutes added to the fi-
nal specialist contact. The results of the simulation run are shown graphically in 
Figure 19 and numerically in Figure 20. 
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The effect of a speech recognition system on the 
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FIGURE 19 The results of different scenarios on the patient process in a graphical form 

 

FIGURE 20 The results of different scenarios on the patient process in a numerical form 

As mentioned before and as can be seen in Figure 46 as well, the best scenario is 
the scenario where a speech recognition system does not add any time to the 
final doctor contact phase. Because we were interested in solutions closest to the 
ideal, this scenario was taken under more detailed examination. It was impor-
tant to define the confidence interval just as we did in the case of the triage-
team method. There is always randomness in simulation, and in order to define 
the limits where the true mean will fall with a certain probability, it is important 
to do the confidence interval examination. The confidence level was selected to 
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be 95 % which was the same as in the triage-team method testing and was cal-
culated as follows: 
 
The average length of stay was 234,07 minutes and the standard error of the 
mean was 7.04. Based on these values the limits for 95 % confidence interval 
were: 
 
95 % CI = 234 ± 1,96 * 7,04 = 234 ± 13,8= 220,2– 247,8. 
 
The result shows that the true mean falls between 220,2– 247,8 with a probabil-
ity of 95 %.  
 
Although a speech recognition system will eliminate one phase totally (the case 
history writing phase) and in the ideal situation will reduce the average length 
of stay by 8,2 %, the confidence interval examination shows that there is no sig-
nificant difference compared to the present operation. If this option is selected 
for implementation alone, it needs to be taken under closer examination. 

5.3 Description of the pneumatic tube delivery system 

One of the problems found in the emergency department was in its co-
operation with the clinical laboratory. The patients' length of stay was increased 
particularly by the time-consuming back-and-forth trips of nurses when deliv-
ering blood test samples from the emergency department to the laboratory. In 
this chapter a solution to that problem is presented. First the current operation 
is described and then a new solution for the problem is presented. 

5.3.1 The operation of the present specimen delivery process 

A tube delivery process starts from the ED when the tests for patients are or-
dered. Test requests are sent via the hospital information system to the labora-
tory where a nurse acknowledges receipt of the request. After receiving the re-
quests, a nurse takes the sampling equipment, walks to the ED and locates all 
the patients whose orders have been received. The patients are examined one 
by one and blood samples are taken from them. Once the patients have been 
examined, the nurse walks to the laboratory with a cart to deliver the blood 
samples. The initial process flow is shown in Figure 21.  
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FIGURE 21 Present sampling action process in the ED  

5.3.2 The operation after the implementation of the pneumatic tube delivery 
system 

A pneumatic tube delivery system will change and automate the process as fol-
lows. A nurse, currently effecting the delivery of the specimens to the labora-
tory by walking, can be situated permanently in the ED. This means that the 
nurse does not have to walk between an emergency department and a clinical 
laboratory any more but he/she can send the samples to the laboratory instead. 
Once a nurse has collected the samples, he/she takes them to the preparation 
room, prepares them and places them into a duct. There is a direct connection 
between the laboratory and the preparation room. The transportation time in 
tubes is approximately 30 seconds. After the samples have arrived at the labora-
tory, the process continues in the same way as in the present operation. The 
process flow of a pneumatic tube delivery system is shown in Figure 22. 
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FIGURE 22 A blood test sample delivery process after installation of a pneumatic tube 
delivery system 

5.3.3 Evaluating the effects of a pneumatic tube delivery system by using 
simulation 

The simulation model of the Emergency Department of Special Health Care at 
the Central Hospital of Jyväskylä, Finland was used in evaluation. The opera-
tion of a pneumatic tube delivery system was configured into the model and the 
results of the scenario developed were then compared to the validated simula-
tion model of the present operation. 

The operation of the pneumatic tube delivery system was defined and ex-
amined as follows. First a certain area for the sampling action was configured 
into the model. Earlier, the blood samples were taken where the patient hap-
pened to be at the moment (waiting area, etc.); in this new scenario the sam-
pling action was centralized. After the location definition, a certain resource for 
the sampling action was defined: the nurse, who earlier took the blood samples 
and delivered them to the laboratory, was placed permanently in the sampling 
room instead of the laboratory. These were the structural definitions of the 
pneumatic tube delivery system scenario. 

Because the structure of the process was changed, process logic needed to 
be changed as well. In this new scenario, patients were routed directly to the 
waiting area of the sampling action room after the lab tests were ordered. There 
they waited for their turn and then entered the room where the blood samples 
were taken. After the blood test, the samples were delivered directly to the 
laboratory through the pneumatic tube delivery system, and the patients were 
routed normally to the next phase of the process.  

The duration of operation for each phase of action was obtained partially 
from the information system and partially by observing the process. Data was ana-
lyzed with the Stat::Fit statistical software and the defined distributions were then 
entered into the model. Time definitions for the present operation and the pneu-
matic tube delivery system scenario are shown in Tables 31 and 32. 
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TABLE 31 Time definitions for the present operation (E= Exponential distribution, U= 
Uniform Distribution, W= Weibull distribution) 

Activity Duration (min) 
  
Walking to the ED E(3,7.74) 
Sampling action U(3,1) 
Walking back and 
analysis  W(1.89,58.5) 

 

TABLE 32 Time definitions for the pneumatic tube delivery system (E= Exponential dis-
tribution, U= Uniform distribution, W= Weibull distribution) 

Activity Duration (min) 
  
Walking to the ED E(3,7.74) 
Sampling action U(3,1) 
Transportation of samples 0.5 
Analysis of samples W(1.78,47.1) 

 

5.3.4 RESULTS 

The scenario of a pneumatic tube delivery system was tested and the results 
were compared with the present operation. The focus was on the patient’s aver-
age length of stay (throughput time), which was the main target variable in our 
research. The simulation time was one week and a one week’s warm-up period 
was used. The warm-up time was needed to reach steady state for the parame-
ters in the system being modeled. To get appropriate results, the pneumatic 
tube delivery system scenario was replicated 30 times. The results show that the 
pneumatic tube delivery system will reduce the patients' length of stay 13,2 %. 
The results are shown graphically in Figure 23 and numerically in Figure 24. 
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FIGURE 23 The effect of a pneumatic tube delivery system on patients’ average length of 
stay in the ED compared with the present operation in a graphical form. 

 

FIGURE 24 The results of a simulation run in a numerical form 

Just like in the other scenarios, the confidence interval examination was per-
formed in order to define where the true mean falls with a certain probability. 
The confidence level was selected to be 95 %, which was the same as in the 
other scenario testings and was calculated as follows: 
 
The values for the average value of the patient’s length of stay and the standard 
error of the mean were obtained from the results of the simulation run. As can 
be seen in Figure 51, the patient’s average length of stay was 221,31 minutes 
and the standard error of the mean was 6,41 
 
Once all the parameters needed in the equation were known, the upper and 
lower limits were calculated. The limits for 95 % confidence interval were: 
 
95 % CI = 221,31 ± 1,96 * 6,41 = 221,31 ± 12,56 = 208,75 – 233,87. 
 
The result shows that the true mean falls between 208,75 – 233,87 with a prob-
ability of 95 %.  
 
As shown above, the collaboration between the ED and the clinical laboratory 
has a significant effect on the patient process and it should be taken into ac-
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count when improving the operations in the ED. The use of a pneumatic tube 
delivery system can significantly reduce the total throughput time of patients. It 
also eliminates the tiring back and forth trips for nurses and makes it possible to 
take more blood tests and see more patients in the ED. 

5.4 Creating a universal operation model for the Emergency 
Department by combining all the solution proposals together 

In the earlier chapters all the alternative solution proposals were described and 
tested separately, but in order to see the effects if they are implemented to-
gether (partially or totally) they have to be tested together as well. Although all 
the alternative solutions improve the operation when they are implemented 
separately, it is difficult to validate the combined effects of two or more solu-
tions without testing them together. In this chapter all the combinations of the 
developed solution proposals are tested.  
 
A speech recognition system and a pneumatic tube delivery system together 
First under examination is a combination of a speech recognition system and a 
pneumatic tube delivery system. This new scenario was coded in the model and 
then run 30 times. The results were compared with the original operation (pre-
sent operation). The results indicate that if both speech recognition and the 
pneumatic tube delivery system are implemented together, it will reduce the 
throughput time by 23,1 %. The results are shown graphically in Figure 25 and 
numerically in Figure 26. 
 

 

FIGURE 25 The results of a simulation run in which the present operation was compared 
with a scenario where a speech recognition system and a pneumatic tube de-
livery system were in use at the same time 
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FIGURE 26 The results of the simulation run in a numerical form 

The patient’s average length of stay, after 30 replications, was 196,13 minutes as 
can be seen in Figure 50. Just like in all the other scenarios, the confidence inter-
val examination was performed for this scenario as well. The confidence level 
was selected to be 95 %, which was the same as in the other scenarios. It was 
calculated as follows: 
 
The average length of stay was 196,13 minutes and the standard error of the 
mean was 7,16 (obtained from the results of the simulation run). 
 
Once all the parameters needed in the equation were known, the upper and 
lower limits were calculated. The limits for 95 % confidence interval were: 
 
95 % CI = 196,13 ± 1,96 * 7,16 = 196,13 ± 14,03 = 182,1 – 210,16. 
 
The result shows that the true mean falls between 182,1 – 210,16 with a prob-
ability of 95 %. As can be seen from the results, the difference between the pre-
sent operation and this combined scenario is significant. However, when the 
results of this scenario are compared with the results of the scenario where a 
pneumatic tube delivery system was tested alone, the difference is not signifi-
cant. The confidence intervals are partially overlapping, which causes that. 
   
A speech recognition system and the triage-team method tested together 
The second combination, which was taken under closer examination, was the 
triage-team method and a speech recognition system. Both of these solutions 
were coded in the model as a new scenario, and then the model was run 30 
times. The results of this new scenario were compared with the original opera-
tion. The results show that a combination of the triage-team method and a 
speech recognition system would decrease the throughput time by 35,5 %. The 
results are shown graphically in Figure 27 and in a numerical form in Figure 28. 
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FIGURE 27 The results of the simulation run in which the present operation was com-
pared with a scenario where a speech recognition system and the triage-team 
method were in use at the same time 

 

FIGURE 28 The results of the simulation run in a numerical form 

After 30 simulation run replications the results showed that the patient’s aver-
age length of stay was 164.57 minutes. Once the simulation was performed, the 
confidence interval examination was done. The confidence level was once again 
selected to be 95 % and it was calculated as follows: 
 
The values for the average value of the patient’s length of stay and the standard 
error of the mean were obtained from the results of the simulation run. As can 
be seen in Figure 55, the patient’s average length of stay was 164,57 minutes 
and the standard error of the mean was 6,36. 
 
Once all the parameters needed in the equation were known, the upper and 
lower limits were calculated. The limits for 95 % confidence interval were: 
 
95 % CI = 164,57 ± 1,96 * 6,36 = 164,57 ± 12,47 = 152,1-177,04. 
 
The result shows that the true mean falls between 152,1 – 177,04 with a prob-
ability of 95 %. When the results are compared with the present operation, it 
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can be seen that the difference is significant. It means that by implementing a 
speech recognition system and the triage-team method together, it is possible to 
reduce patients’ length of stay and passive waiting time in an emergency de-
partment remarkably.  

A comparison between this combined scenario and single scenarios (sce-
narios where both solutions were tested alone) is good to do as well. It reveals 
that the difference between a speech recognition system and combined scenario 
is significant but the difference between the triage-team method and this sce-
nario is not significant. 
 
The triage-team method and a pneumatic tube delivery system together 
In the third scenario the triage-team method and a pneumatic tube delivery sys-
tem were coded in the model. The developed scenario was run 30 times just like 
in the other scenarios. The simulation time was one week, and a one week’s 
warm-up period was used to allow the model to become steady. The same defi-
nitions were used in the other scenarios as well. The results of the simulation 
run of the new scenario were compared with the original operation (present op-
eration). The results show that by implementing the triage-team method and a 
pneumatic tube delivery system together, the patients’ length of stay would be 
reduced by 34,5 %. The results are shown graphically in Figure 29 and numeri-
cally in Figure 30. 
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FIGURE 29 The results of a simulation run in which the present operation was compared 
with a scenario where the triage-team method and a pneumatic tube delivery 
system were in use at the same time 
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FIGURE 30 The results of the simulation run in a numerical form 

After 30 simulation run replications the results show that the patient’s average 
length of stay was 167,10 minutes. When the simulation was performed, the 
confidence interval examination was performed as well. The confidence level 
was once again selected to be 95 %, and it was calculated as follows: 
 
95 % CI = p ± 1,96 * S,  
 
where p is the average value of the patient’s length of stay and S is the standard 
error of the mean. 
 
The values for the average value of the patient’s length of stay and the standard 
error of the mean were obtained from the results of the simulation run. As can 
be seen in Figure 57, the patient’s average length of stay was 167,10 minutes 
and the standard error of the mean was 7,78. 
 
Once all the parameters needed in the equation were known, the upper and 
lower limits were calculated. The limits for 95 % confidence interval were: 
 
95 % CI = 167,10 ± 1,96 * 7,78 = 167,10 ± 15,23= 151,87– 182,33. 
 
The results show that the true mean falls between 151,87– 182,33 with a prob-
ability of 95 %. It means that the improvement compared to the present opera-
tion is significant. However, besides comparing the results only with the pre-
sent operation, it is very important to compare the results with scenarios where 
both solutions are tested separately. This kind of examination reveals that the 
difference between this scenario and a pneumatic tube delivery system scenario 
is significant. It means that this scenario improves the operation more than a 
tube delivery system alone. In the case of the triage-team method scenario the 
situation is different. The confidence intervals of the triage-team scenario and 
this scenario are partially overlapping, which means that the difference is not 
significant.    
 
All the solution proposals tested as one single scenario 
In the last scenario all solution proposals were tested together. They were coded 
in the model as a single scenario and run with the same parameters as all the 
other scenarios. The simulation was replicated 30 times as well. The results 
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showed that implementing all the solutions proposals at the same time would 
decrease the patients’ length of stay by 43,4 %. The results are shown graphi-
cally in Figure 31 and in a numerical form in Figure 32. 
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FIGURE 31 The results of a simulation run in which the present operation was compared 
with a scenario where all the new solution proposals were implemented to-
gether 

 

FIGURE 32 The results of the simulation run in a numerical form 

After 30 simulation run replications the results show that the patient’s average 
length of stay was 144,32 minutes. When the simulation was performed, the 
confidence interval examination was performed as well. The confidence level 
was once again selected to be 95 %, and it was calculated as follows: 
 
95 % CI = p ± 1,96 * S,  
 
where p is the average value of the patient’s length of stay and S the standard 
error of the mean. 
 
The values for the average value of patient’s length of stay and the standard er-
ror of the mean were obtained from the results of the simulation run. As can be 
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seen in Figure 32, the patient’s average length of stay was 144,32 minutes and 
the standard error of the mean was 4,69. 
 
Once all the parameters needed in the equation were known, the upper and 
lower limits were calculated. The limits for 95 % confidence interval were: 
 
95 % CI = 144,32 ± 1,96 * 4,69 = 144,32 ± 9,19= 135,13 – 153,51  
 
The results show that the true mean falls between 135,13 – 153,51 with a prob-
ability of 95 %. As can be seen from the results, the improvement is remarkable 
compared to the present operation (the difference is significant). However, if 
the results of this scenario are compared with the two earlier scenarios (the tri-
age-team method and a pneumatic tube delivery system; the triage-team 
method and a speech recognition system), the difference is not significant be-
cause the confidence intervals are partially overlapping. 

All the solution proposals and their combinations have now been tested. 
The average values of each solution proposal as well as their confidence inter-
vals are summarized in Figure 33.  
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FIGURE 33 All scenarios and their confidence intervals 

As can be seen from the results, the best single solution is the triage-team 
method which improves the operation substantially on its own. Although a 
pneumatic tube delivery system also improves significantly the present opera-
tion, it does not reach the same efficient level as the triage-team method. The 
triage-team method is significantly better than either of the other single solu-
tions. 

Although the triage-team method is the best single solution, it does not 
provide the best result when the combinations of different solutions proposals 
are taken under examination as well. The best improvement is achieved when 
all the solution proposals are implemented together, as can be seen from Figure 
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60. However, the triage-team has such a great effect on the operation that the 
only combination which significantly differs from it is the combination of all 
three solution proposals. 

So far the results of different scenarios have been analyzed by comparing 
them with the present operation one by one. However, this kind of an approach 
is not the only way to analyze the results. For example, in statistics, regression 
analysis is widely used method for analyzing the results as well. It examines the 
relation of a dependent variable to specified independent variables.  Next we 
analyze the results of simulation runs also from that point of view. 

5.5 Regression analysis 

Regression analysis is a statistical technique. It identifies the relationship be-
tween quantitative variables: a response variable and an explanatory variable 
(or variables), after a certain number of experiments (= n). The mathematical 
model of their relationship is the regression equation. In the case of several ex-
planatory variables the linear regression equation is written as follows: 
 
y = β0 + β1x1 + β2x2 + …. + β kxk + ε,  
 
where 

• y is the value of the response variable that is being explained, 
• xk are variables which are varied in the experiment, 
• βk are constants, and  
• ε is the error term 

 
The same equation can be written in a matrix form as well. In this case the equa-
tion is written as follows: 
 
y = Xβ + ε, where 
 

 
 
β = (β0, β1, β2, …, βk) 
 
ε = (ε1, ε2, …, εn) 
 
In order to efficiently evaluate the effects and possible interactions of several 
factors (explanatory variables) instead of evaluating one factor at the time, it is 
important to take design of experiments into account. The aim is to define an 
experiment design which is used to construct the appropriate regression model 
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to explain the real system or simulation model. With simulation the experiment 
of design is quite easy to do because all the experiment parameters can be con-
trolled, each experiment is reproducible, and the time a single experiment re-
quires is usually quite short. 

Here we are investigating the effects of several different factors on the re-
sponse variable. In statistics this kind of an experiment is called a factorial ex-
periment or 2k factorial experiment which is basically an experiment involving k 
factors, each of which has two levels (+ or -). The points in two-level factorial 
experiment are marked with plus and minus signs (+1 and -1 regardless of true 
values of the factor (real, integer, logical, etc.)). In factorial experiments the ef-
fects of each factor on the response variable, as well as the effects of interactions 
between factors on the response variable, are under examination. The main ob-
jective is to estimate the factor effects, which indicate how each factor affects the 
response variable. The effect of each factor on the response variable can be a re-
sult of the interaction between the factors or due to a single factor (a main effect 
of the factor).  

Our study deals with three factors, each having two levels. Thereby the 
experiment is a 2³ factorial experiment, producing 8 factorial points. The full re-
gression model in our case is 
 
Y = β0 + β1X1 + β2X2 + β3 X3 + β12X1X2 + β13X1X3 + β23X2X3 + β123X2X3X3+ ε,  
 
where 

• Y is the average length of stay, 
• X1 is the triage-team method, 
• X2 is a speech recognition system, 
• X3 is a pneumatic tube delivery system, 
• β0-k are constants, and  
• ε is the error term 

 
To facilitate the determination of the + and – signs of the coefficients needed for 
calculating the effects, a matrix is constructed. It is constructed as follows: if the 
solution is “on”, it will get a + sign. If it is “off” it will get – sign. For interaction 
factors, the signs of their individual factors simply need to be multiplied for 
each combination. The matrix of our study is shown in Table 33. 
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TABLE 33 Regression analysis 

 

As can be seen in Figure 61 the first test describes the present operation and the 
last test (test 8) defines the test where all solutions are tested together (main ef-
fects and all their interactions). On the bottom row, the regression coefficient β 
is estimated. It describes the effects of explanatory factors on the response vari-
able. The regression coefficient is calculated as follows:  
 

  
 
However, in our study the matrix was orthogonal. For this reason the equation 
for the regression coefficient β was  
 
β =  /n 
 
In order to get some relevant information on the explanatory factors, the signifi-
cance of beta coefficients had to be estimated. It was done by using the confi-
dence intervals as follows: 
 
95 % CI (βi) = βi ± 1,96 * √∑Var(yj)/8² = βi ± 4,62 
            j 

95 % CI (β 1) = -31,56 ± 4,62= (-36.18,-26.94) 
 
95 % CI (β 2) = -10,32 ± 4,62= (-14.94,-5.7) 
 
95 % CI (β 3) = -12,88 ± 4,62= (-17.5,-8.26) 
 
95 % CI (β 12) = 1,23 ± 4,62= (-3.39,5.85) 
 
95 % CI (β 13) = 5,05 ± 4,62= (0.43,9.67) 
 
95 % CI (β 23) = -1,67 ± 4,62= (-6.29,2.95) 
 
95 % CI (β 123) = -0,63 ± 4,62= (-5.25,3.99) 
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The hypotheses for the significance of beta coefficients were H0 : β = 0  and H1 : β 
≠ 0. It means that if the value β = 0 is in the confidence interval, that solution has 
no significant effect on the dependent variable.   

As can be seen from the results, the main effects are all significant. The tri-
age-team method has the biggest effect on the operation. That effect is almost 
three times bigger than the effects of a pneumatic tube delivery system and a 
speech recognition system, which also have a significant effect on the operation 
of an emergency department. 

The only interaction which might have effect on the response variable is 
between factors x1 (the triage-team method) and x3 (a pneumatic tube delivery 
system). All the other interactions between factors are not significant. 

Regression analysis was performed in order to explain the results of the 
simulation run. As can be seen from the coefficient β examination, the regres-
sion analysis backs up the results obtained earlier and defines how the average 
length of stay has been formed. 

After two different analyses of the results it can be said that the operation 
of an emergency department can be substantially improved by changing the 
processes, reallocating the resources and using technological solutions, as 
shown in this work. These solutions reduce the passive waiting time, which is 
the biggest problem in emergency departments today.  

However, it should be kept in mind that these results show the most op-
timal situation and in the real world the situation is slightly different. It is not 
always possible to work in the optimal way, and it may also be that the new 
working models will not be adapted in the most efficient way. This leads to a 
situation where the level of effectiveness and improvement depends on how 
well the new working models can be learned.  



 

 

  

6 SCOPE OF APPLICATIONS 

This study examined the operation of an emergency department but the use of 
the model is not limited to this area only. The same methodology where differ-
ent entities travel and queue between different locations and are operated by 
different resources can be used and exploited to study the operations of other 
health care units as well.  

For example, a clinical laboratory can be such a unit. The operation of a 
clinical laboratory consists also of different entities and different resources al-
though they are somewhat different from those in an emergency department. 
For a clinical laboratory, patients, test results, etc. can be replaced with blood 
samples. Also, besides nurses and other staff members, there are machines for 
operating the samples as well. Nevertheless, there is a certain analogy between 
them. The analogy between the core operation of an ED and a laboratory is 
shown in Figure 34. 
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FIGURE 34 The analogy between an ED environment and a laboratory environment 

A clinical laboratory is an individual unit but it is also an important part of the 
patient process of an ED. Because it is an individual unit, it does not receive and 
analyze only ED samples but samples from other health care units are analyzed 
by it as well. The number of samples processed during one day may be quite 
large, depending on the number of units which deliver their samples there. 

The actual analysis phases in a laboratory are performed by certain ma-
chines, and the capacity of those machines defines how efficient the process is 
(how many samples it is possible to analyze within a certain period of time). If 
the situation changes, and some other units start to deliver their samples to the 
laboratory in question as well, the only way to keep the operation as efficient as 
it was before is to purchase new equipment with enough capacity to handle it 
all within certain timelines.  

However, the selection of new equipment is very difficult if there are sev-
eral choices with almost equal capacities. This is where a simulation model like 
the model described in this study can become very useful. By defining different 
machine candidates in the model as a resource and studying the operations (ac-
tivities) around them, it is possible to arrange the different machines in order of 
superiority.  
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6.1 Simulation of a clinical laboratory 

In this chapter a simulation model is used in selecting a new preprocessor robot 
for the laboratory. The main interest is not in the throughput time of the sam-
ples but in the amount of work done by hand around the robot. Although dif-
ferent robot candidates may be efficient enough to handle all samples in the re-
quired time, there may still be big differences in manual operations which need 
to be done around the robot in order to successfully operate the samples. This is 
why the main target variable in the simulation of a clinical laboratory is the 
amount of handwork. 

6.1.1 Background and location definitions 

The actual layout was used as a background and the operational areas (loca-
tions) of the process were defined in the layout by using the elements in the 
graphical libraries of MedModel software. Using the actual layout of the clinical 
laboratory in the simulation made it possible to demonstrate the operation of 
the model more accurately to the staff. The future changes and their effect on 
the process were also much easier to present and explain when the real floor 
plan was used in the visualization. 

The processes in the laboratory are complex and include both handwork 
and mechanized work, and therefore the operational areas for both work 
phases needed to be defined separately.  

After the locations had been defined, they had to be connected to each 
other in order to make it possible for samples and staff to move from one part 
of the process to another and from one area to another. Once that was done, the 
structure of the model was ready.  

However, the structural definitions formed just a framework for the 
model. To make the model functional, more definitions had to be made. This 
required information on entities, information on resources, logic definitions 
(operational logic and route logic), and information on operation times. 

6.1.2 Entities in the laboratory model 

There were different types of specimens in the laboratory, with different priori-
ties, so they had to be categorized into different groups.   
 The first division was done by priority. This partition formed two differ-
ent groups: the ED specimens and the specimens from other health care units 
around the county. If the specimen was from the emergency department, the 
priority was higher than for the other specimens, and the specimen was going 
to be processed before the others. After that, the specimens from elsewhere 
were handled on an equal footing.  
 The second division was made for both priority classes by forming dif-
ferent specimen type groups. Different types of specimens were processed and 
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analyzed partially by their own analyzers and own staff. That is why this kind 
of definition was important to make. 

In our study, six different types of specimens for both priority classes (ED 
specimens and the others) were included in the model (altogether 12 groups). 
These six specimen groups were clinical chemistry, special chemistry, hematol-
ogy, coagulation, blood type and acid-based equilibrium. Process logic, includ-
ing operation logic and route definition, was defined for each specimen type 
individually. The entity definitions are shown in Table 34. 

TABLE 34 Entities in the laboratory model 

 

6.1.3 Resource definitions in the laboratory model 

A resource is anything that transports entities, performs maintenance on loca-
tions, assists in performing operations on entities at locations or performs main-
tenance on other resources. It can be a person, piece of equipment, or some 
other device. In this model only staff members are considered as resources. 
Equipment and devices are defined as location elements, because analyzers and 
centrifuges are machines with a high capacity and their operations are easier 
and simpler to define as location elements. 

 There are different kinds of actors at the different phases of the process, 
and their properties are defined individually. For example, at the beginning of 
the process there are various persons handling the specimens. For ED samples 
there is a laboratory technician who goes to the emergency department, takes 
the blood samples and delivers them to the laboratory. For the blood samples 
from elsewhere there are persons who sort the samples, put them into racks or 
feed the samples into centrifuges. After that all the samples are handled by the 
same resources (certain nurses), depending on the sample type. Altogether 
eight different resource groups were defined in the model. These groups are 
shown in figure 62. 

6.1.4 Processing logic of the model 

Processing defines the operations that take place at each location which are de-
fined in the model, and it defines also the routing of entities through the sys-
tem. The logic and routes are described for each sample type and both priority 
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classes individually, because equipment and human resources for handling 
them may be partially different. 

The samples arrive at the laboratory in two different ways. They are 
fetched from the emergency department by a laboratory technician or some 
other health care unit of Central Finland sends them to the laboratory by car. If 
the sample is from the ED, it possesses a higher priority than the samples from 
other health care units. This feature divides the samples into two different 
groups (priority groups) depending on from where they are delivered to the 
laboratory. Because there are different flows for each priority group, the arrival 
distributions are defined for each group individually. Also, the first few phases 
of the process differ between these two groups, so it is important to describe the 
operation logic and route definitions for each priority group separately.   

  
Processing of the ED specimens 
The process for the ED samples starts at the emergency department. There a 
laboratory technician takes a blood sample from the patient. The number of 
samples s/he takes depends on how many requests have arrived to the labora-
tory before s/he has started the round. After all the samples have been taken, 
they are delivered to the laboratory.  

The first phase in the laboratory for the ED samples is receipt. All the sam-
ples have to be receipted before they can advance in the process. After the re-
ceival, the laboratory technician delivers the samples into the right processing 
area. Where the samples are delivered after that, depends on the sample type. 
There are different areas, procedures and staff for every type.   

If the sample belongs to clinical chemistry, it has to be stabilized for a 
while before it can advance in the process and that is why the laboratory techni-
cian delivers it to the area where this is done. After the stabilization, the sample 
is put into the centrifuge by a nurse at the clinical chemistry. The centrifuge 
processes the sample for a certain time, after which it is delivered to the ana-
lyzer. The ED samples are fed into the analyzer before other samples, and do 
not have to wait. The analyzer processes the samples and then gives out the re-
sults. If everything is all right and there is nothing wrong with the results, they 
are automatically sent to the ED. If there is something wrong with the sample, it 
has to be checked by the nurse or reprocessed by the analyzer.  

If the sample is a hematology sample, it is delivered to the hematology 
area by a laboratory technician, who took the sample at the ED. The sample is 
left on the table, where a nurse, who is working in that area, takes it to the ana-
lyzer. The samples are fed into the analyzer in their own rack. After the ana-
lyzer has processed them, the results are sent to the computer. A nurse checks 
the results and then sends them to the ED. 

If the sample is a coagulation sample, it is delivered to the coagulation 
area by the same laboratory technician who takes all the samples to the ED and 
collects them from there. The sample is handed over to a nurse, who is working 
in that area. After the sample has arrived at the coagulation area, it is put into 
the centrifuge. The centrifuge processes the sample for a while and after that it 
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is fed into the analyzer by a nurse. When the sample has been analyzed, the re-
sults are sent to the ED. 

If the sample is a blood type sample, it is delivered to the corresponding 
area and fed into the blood type analyzer. The processing time is quite long and 
there was no accurate information available of the operation times either, so this 
part of the process is based on estimations. 

If the sample is an acid-base equilibrium sample, it is delivered directly to 
its own analyzer. There is no staff dedicated to handling just these samples; any 
readily available staff member can put them into the analyzer and collect the 
results. An acid-base equilibrium sample has to be processed right away, oth-
erwise it will be spoiled. 

The above mentioned sample types are ED entities in the simulation 
model. The number of the ED samples, which are transported at once, is usually 
1-5. The whole process for the ED samples is shown in figure 35. 

 

FIGURE 35 The emergency department sample flow in the laboratory 

Processing of the other samples 
The beginning of the process for the samples from other health care units is 
somewhat different from that for the ED samples. The ED samples are taken at 
the ED when needed, whenever there is a patient who needs to be tested, after 
which the sample is delivered to the laboratory right away. However, the sam-
ples from other units are delivered in larger batches and at certain times of the 
day by car. However, the processes between these two sample groups differ 
only at the beginning and after they have been handled by the same staff and 
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same equipment (except for little variations on the operation). That is why only 
the beginning of the processing logic is described for the other samples. 

 The process starts at the arrival. The samples are delivered to the labora-
tory in larger batches, and the first phase is to receive and sort them. After that 
the process advancement depends on the sample type. If the sample belongs to 
clinical chemistry it has to be centrifuged. These samples are fed into the centri-
fuge. After the centrifuge has performed its action, they are put into the racks 
and delivered to the clinical chemistry area. They don’t have to be stabilized 
like the ED samples. Nevertheless, corks are removed with a special machine. 
After that they follow the same processing logic as the ED samples.  Other sam-
ples can be delivered forward after the sorting right away. After that they pro-
ceed to their own processing areas and follow the same process phases as the 
ED samples. 

The samples from other units are transported in racks, in larger batches 
than the ED samples. Usually the batch size is between 50-200 samples. Also 
their priority is lower than that for the ED samples. This means that they are 
processed and analyzed after the ED samples. The process flow of the other 
samples is shown in Figure 36. 

 

FIGURE 36 Process flow for the samples from other health care units 

The samples arrive at the laboratory in two different ways. They are fetched 
from the emergency department by a laboratory technician; alternatively some 
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other Central Finland health care unit can send them to the laboratory by car. If 
the sample is from the ED, it possesses a higher priority rating than the samples 
from other health care units. This feature divides the samples into two different 
groups (priority groups) depending on the location from where they were de-
livered to the laboratory. Because there are different flows for each priority 
group, the arrival distributions are defined for both groups individually. Also 
the first few phases of the process differ between these two groups, so the op-
eration logic and route definitions are described for both priority groups sepa-
rately. 

6.1.5 Data collection and statistical analysis 

Data was collected by tracking the tubes through the process. It was carried out 
by an external consultation company. They labeled the tubes, and the lab per-
sonnel at different workplaces wrote down the sample number and the time 
when they saw a tube with a certain label. The gathered data were then used in 
the model. Operation times for each phase of the process were defined using 
the Stat:Fit statistical software. The collected data in an existing text file were 
loaded into a data table, and the distributions were fitted to the input data by 
using the Auto:Fit property. The distributions were ranked according to their 
relative goodness of fit. An indication of the distribution being accepted as a 
good representation of the input data was also given. The highest ranked dis-
tributions were selected for the model. The process times for each phase are 
summarized in Table 35. 
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TABLE 35 Processing times for each specimen group (T=Triangular, E=Exponential, 
U=Uniform, P5=Pearson 5) 

 

6.1.6 Model validation 

In both the model verification and validation, numerical and visual information 
was used. In the case of the ED samples numerical information (time stamps) 
was available, and it was used to verify and validate the ED sample flow. The 
main target variable was the average throughput time of different sample types. 
The validation was done by carrying out the confidence interval examination. 
First the real average throughput times were defined statistically from the real 
collected data. These times were: 
 

• Coagulation: 98 minutes 
• Hematology: 66 minutes 
• Clinical chemistry: 94 minutes 

 
The defined values were then compared with the values of the model shown in 
Figure 37.  
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FIGURE 37 The results of simulation in a numerical form 

The results of the comparison are shown graphically in Figure 38. 
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FIGURE 38 A comparison of the throughput time between the real system and the simu-
lation model 

The results showed that the error of the model was 2,1% in the case of clinical 
chemistry, 2,7 % in the case of hematology and 0,01% in the case of coagulation.  
However, in order to take the random features into account as well, the confi-
dence interval examination had to be made (just as we did in ED simulation). 
We wanted to be 95 % confident about where the true mean falls so we defined 
the lower and upper limits by using the same equation that we used in model 
validation. This equation was: 
 
95 % CI = p ± 1,96 * S, 
 
where p is the average value of the patient’s length of stay and S is the standard 
error of the mean and the value 1,96 was obtained from normal distribution. 
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95 % CI (coagulation) = 97,18 ± 1,96 * 4,55 = 97,18 ± 8,9 = 88,28 – 106,08. 
95 % CI (hematology) = 64,23 ± 1,96 * 0,82 = 64,23 ± 1,6 = 62,63 – 65,83. 
95 % CI (clinical chemistry) = 96,02 ± 1,96 * 0,84 = 96,02 ± 1,65 = 94,37 – 97,67. 
 
As can be seen by examining the margin of error and performing the confidence 
interval examination, there are no significant difference between the model and 
real data. The model is therefore valid and can be used as decision support tool. 
The verification and validation of samples from other units was a little more 
difficult, because accurate time information wasn’t available. In this case the 
model was verified by using its visual information. The model was examined 
thoroughly by the staff. The structure of the model was presented phase by 
phase and compared to the real world. After the staff had approved the opera-
tion of the model, it was ready to use. 

6.1.7 Selecting a new preprocessor robot with the help of the simulation 
model 

New equipment purchase and selection is a very challenging job, especially in a 
dynamic and complex environment, such as a laboratory. Usually the processes 
are studied manually and the main focus is on the qualities of the equipment 
(capacity, working methods, processing times, throughput times, etc.) and the 
selection is made based on that information. Of course it is important to know 
how efficient the robots are and how they will handle the samples. However, it 
is also important to find out how much handwork they will require around 
them. This aspect is quite often ignored, although it is a very important factor 
when improving the operation is attempted. Robots may still need various 
amount of handwork, and the impact on the staffing levels might not be felt as 
planned. It is important to find equipment which will automate the process the 
most and release the staff to perform some other activities in the process. 

In the case of robot testing, the process was studied from the start only up 
to the tasks right after the robot phase, and the amount of handwork was se-
lected as the main target variable. The handwork phases were defined in the 
model around the robot as follows: the tasks before the robot phase, the daugh-
ter-tube-making phase (done after the robot phase), and the other tasks after the 
robot phase.  

In order to receive appropriate results, resources for every handwork 
phase were also defined.  There was one laboratory technician for the preproc-
essing phase, one for the daughter tube process and one for the other after-
treatment tasks. Using these same resources for each robot scenario and defin-
ing all the necessary tasks for every phase, it was possible to find out the 
amount of handwork. The results are presented using the utilization rate. The 
utilization rates of every resource in each scenario were compared to each other. 

Because accurate information wasn’t available, the data for every hand-
work phase and for every task around the robot were estimated by the staff. 
The simulation time was also selected to cover only the most crowded period 
which was 7 am -6 pm. Under the examination were only the samples from 
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other health care units (not the ED samples). This was done because the ED 
samples were not going to use the robot during that period. 

Altogether five different robot scenarios were defined and tested. Each 
scenario was created by replacing the centrifuges (three of them) in the original 
model with different robots. The robots were defined by using the information 
which the suppliers offered. There was information on the operation time, the 
capacity of the robot, and the capacity of the centrifuge. The qualities of the ro-
bots are presented in Table 36. 

TABLE 36 The qualities of different robot candidates 

 

6.1.8 Description of robot scenario 1 

The specimens, in the case of robot 1, are delivered to the laboratory on their 
own rack. This means that the specimens are ready to be sent forward, without 
any operations, right after they have arrived at the laboratory. Because no pre-
processing operations are needed, a laboratory technician delivers the sample 
rack to the robot. Before the samples are fed to the robot, they have to be sepa-
rated. The robot does that. The specimens of clinical chemistry, special chemis-
try and coagulation go first through the receipt phase and immediately after 
that they are fed into the centrifuge and centrifuged for 10 min. Other speci-
mens go through the receipt phase only. After the receival the specimens either 
go to the daughter tube processing phase or exit the robot. In the case of the 
daughter tube, a duplicate is made and, after that, the original and duplicate 
alike exit the robot. When the specimens exit the robot, all the others except co-
agulation specimens are sorted and placed into their own racks by the robot. 
The coagulation specimens have to be sorted manually. Also the specimens 
(daughter tubes) which are leaving the laboratory need to be corked. These two 
activities were the only handwork parts around the robot. The processing times 
were defined for both activities by the staff as follows: sorting of the coagula-
tion specimen 5 sec/tube and corking 10 sec/tube. When all of these operations 
have been done, the samples advance in the process and the simulation ends. 
The process flow of robot scenario 1 is shown in Figure 39. 
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FIGURE 39 Process flow of robot scenario 1 

6.1.9 Description of robot scenario 2 

In robot scenario 2 the specimens are delivered to the laboratory on their own 
racks. It means that no preprocessing is required and the specimens can be de-
livered to the robot immediately. Before the specimens are fed to the robot, they 
have to be separated in order to get the different specimens into their correct 
places inside the robot. The robot does that. The specimens of clinical chemistry, 
special chemistry and coagulation first go through the receipt phase, and right 
after that they are fed into the centrifuge and centrifuged for 10 min. Other 
specimens go through the receipt phase only. The robot phase and all the 
phases after that follow the robot 1 process. The only difference between these 
two robots is in operation time and the capacity of centrifuge (see Table 1).  The 
operation time and the capacity don’t make any difference to the amount of the 
handwork, because all the samples are handled during the simulation run and 
all the handwork parts are exactly the same. Therefore the results are congruent 
with the results of robot 1. 
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6.1.10 Description of the scenario 3 

The samples arrive at the laboratory on their own racks, so no preprocessing is 
required in this case either. The racks are delivered right away to the robot. 
First, all the samples go through the receipt phase and after that they are sorted 
by the robot in order to process them properly. The samples of clinical chemis-
try, special chemistry and coagulation are fed into the centrifuge and centri-
fuged for 10 min. Other samples go through the receipt phase only. This robot 
doesn’t make the duplicates (daughter tubes); they are made manually after the 
robot phase. When the specimens exit the robot, they are either sorted and put 
on the racks, or delivered to the duplicating phase. In the duplicating phase a 
laboratorian makes a daughter tube manually and after that delivers the origi-
nal tube and the duplicate on their racks. The duration of the duplication phase 
was estimated and tested by the staff, and their estimation was 30-60 sec/tube. 
Because any amount of time between 30 and 60 seconds was possible, uniform 
distribution was used to present the operation time. The operation time was 
therefore U(45,15). When the tubes are put on the racks, the racks are then sent 
forward and the simulation run ends. The process flow of robot scenario 3 is 
shown in Figure 40. 

 

FIGURE 40 The process flow of robot scenario 3 
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6.1.11 Description of robot scenario 4 

Unlike in the earlier robot scenarios, in this scenario the specimens are not de-
livered on their own racks to the laboratory. It means that they have to be 
shifted onto their own racks manually after their arrival. In order to get appro-
priate results, the time for that process was estimated by the staff. The estima-
tion was 10 sec/tube. When the specimens have been put on their own racks, 
they are ready to be sent forward to the robot. Before they can be fed to the ro-
bot, however, some preparations need to be made. Every sample requires 1-2 
buckets and one jet of pipette. These things have to be inserted before the 
specimen can be handled by the robot. To find out the amount of handwork, 
time estimation is needed here again. The staff measured and estimated the op-
eration. Their estimation was 6 sec/tube for both operations.   

Inside the robot the first phase for all the samples is the receipt phase. Af-
ter that they are sorted by the robot in order to process them properly. The sam-
ples of clinical chemistry, special chemistry and coagulation are fed into the 
centrifuge and centrifuged for 10 min. Other samples go through the receipt 
phase only. This robot doesn’t make any duplicates (daughter tubes) either. The 
duplicates are made manually after the robot phase. When the specimens have 
exited the robot, they are either sorted and put into the racks or delivered to the 
duplicating phase. In the duplicating phase a laboratory technician makes a 
daughter tube manually, and after that delivers the original tube and the dupli-
cate into their racks. The processing time definition for the duplicating process 
was the same as in the robot scenario 3. After the tubes have been put on the 
racks, they are then sent forward and the simulation run ends. The process flow 
of robot scenario 4 is shown in Figure 41. 
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FIGURE 41 The description of robot scenario 4 

6.1.12 Description of robot scenario 5 

The process flow of robot 5 differs from the process flow of robot 4 only in the 
end part. The preprocessing tasks are the same and the robot phase also follows 
the same routines. The only difference is right after the robot phase, when the 
specimens exit the robot. In the case of robot 4, the specimens of clinical chemis-
try were automatically transferred forward to the analyzer and the other sam-
ples needed to be shifted and sorted into their own racks. But in this case also 
the specimens of hematology are partially processed by the robot. They are 
sorted automatically by the robot, and only the shifting part has to be done 
manually. Because the process flow is mainly the same as with robot 4, there is 
no need to describe the process flow on a more detailed level here. The simula-
tion run settings were also the same as in the other robot scenarios so they do 
not need to be described either. 

6.1.13 Results 

After all the robot scenarios were tested, the results of each scenario were com-
pared with each other. The utilization rates of all the defined handwork phases 
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were examined. The results show that there were two robots, which required 
notably less handwork than the others. These were robot 1 and robot 2. Other 
robots occupied the staff significantly more. The results are shown in figure 42. 
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FIGURE 42 A comparison of the utilization rates between the different robot candidates 

6.1.14 Conclusions 

New equipment selections are normally made without using any tools. The de-
cisions are usually based only on health care managers’ and staff’s own experi-
ence as well as on the technical information for the equipment. The throughput 
time is also usually used as the main target variable. 

This kind of examination will not necessarily tell the whole truth about the 
suitability of the equipment for the laboratory. Because the effects on the whole 
operation are not known beforehand, this may lead to wrong decisions. The re-
sults in this study show that simulation is a very useful tool for new equipment 
selection. By using a simulation model the effects on the operation can be seen, 
and the robot candidates can be easily arranged in order of superiority.  
The amount of handwork is also a very important variable to take into account 
when purchasing new equipment. If the main objective is to improve the whole 
operation, adequacy of the equipment efficiency is not going to assure that. As 
it was shown in this study, there is a lot of variation on the amount of the 
handwork around the different equipment candidates. The worst candidate 
may reserve more staff to handle the operation around it than the others, and 
this may lead to inefficiency in the operation of the clinical laboratory. All the 
problems mentioned can be avoided by using simulation and the right target 
variables. 



 

 

  

7 DISCUSSION 

The results obtained in this study showed that with the use of new technologies, 
alternative strategies, and resource reallocation it is possible to improve the op-
eration of different heath care units and meet the challenges in the health care. 
This is the case especially in the emergency departments where the operation is 
too inefficient at this moment. Waiting times are too long and patients have to 
spend too much time in the process.  The biggest problem is especially the pas-
sive waiting time which is the time when the patient just waits without getting 
any treatment or attention. By changing the process, using technological solu-
tions, and allocating the resources differently it is possible to reduce the passive 
waiting time and still retain a good quality of care. This will improve the opera-
tion of the ED and increase patient satisfaction. 

Usually the decisions about the best solutions are based on managers’ and 
staffs’ own experience and the results of traditional analytical tools. However, 
that kind of examination is not very reliable and efficient, because it does not 
show the effects of different solutions on the whole operation. It is impossible to 
predict the future effects just by examining the process without any numerical 
information. That is why a dynamic tool which is capable of showing the effects 
without implementation and in a numerical form is needed. What is needed is 
the ability to test different solutions without disturbing and risking the every-
day activities. 

Simulation is this kind of a tool. It is capable of taking into account envi-
ronments which are complex, dynamic and contain random features. It gives 
information both in a numerical and visual form, which makes it very easy for 
different participants to see the effects of different solution proposals on the 
whole operation.  It is a reliable method, because real data from the system be-
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ing modeled is used in the development. Real data makes it possible to create 
an accurate abstraction of the system being modeled. Simulation has been used 
in manufacturing industry for decades, but, as shown in the literature and in 
this study, it has proven to be very efficient and appropriate tool for examining 
health care operations as well. 

In this study the simulation model developed was used to create a univer-
sal mode of action for the ED.  That was done by evaluating the effects of the 
triage-team method, the effects of a speech recognition system and the effects of 
a pneumatic tube delivery system on the patient process. These solutions were 
constructed together with the staff and were based on the problems found. All 
the solutions were tested with the simulation model by configuring them in the 
model and running them individually. The results of each scenario were then 
compared with the results of the original scenario. The target variables selected 
were the patient’s length of stay (LOS) and the waiting times of different phases 
in the ED. Different solutions were used as decision variables. 

All the alternative solution proposals were tested separately, but in order to 
see the effects if they are implemented together (partially or totally) they have to 
be tested together as well. Although all the alternative solutions improve the op-
eration when they are implemented separately, it is difficult to validate the com-
bined effects of two or more solutions without testing them together. 

The results showed that the best single solution was the triage-team method 
which improved the operation substantially on its own. Although a pneumatic 
tube delivery system also improved significantly the present operation, it did not 
reach the same efficient level as the triage-team method. The triage-team method 
was significantly better than either of the other single solutions. 

Although the triage-team method was the best single solution, it did not 
provide the best result when the combinations of different solutions proposals 
were taken under examination as well. The best improvement was achieved 
when all the solution proposals were implemented together. The results 
showed that implementing all the solutions proposals at the same time would 
decrease the patients’ length of stay over 40 % (43,4 %). 

However, it should be kept in mind that these results show the most op-
timal situation and in the real world the situation is slightly different. It is not 
always possible to work in the optimal way, and it may also be that the new 
working models will not be adapted in the most efficient way. This leads to a 
situation where the level of effectiveness and improvement depends on how 
well the new working models can be learned. 

The aim of this study was to improve the operation of emergency depart-
ments especially from the efficiency point of view. The focus was on finding so-
lutions and creating an operational model which would reduce passive waiting 
time as far as possible. However, the model can be used to examine the opera-
tion of the emergency department from other points of views as well. This 
means that the target variables can also be other than time-based variables. 

Besides focusing on utilization and throughput analysis, the developed 
simulation model can be used to perform an activity-based-cost analysis as well. 
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In the ABC-analysis it is used to trace direct costs in an emergency department 
for all patients in the process. This kind of an approach is very useful, because it 
provides information on the cost effects of different changes. Costs are a very 
important factor in the present society, and they should be taken into account as 
well.  

The simulation model provides an opportunity for that. However, it has to 
be remembered that with simulation it is possible to examine only direct and 
indirect overhead costs, and other costs, such as societal costs, are beyond its 
scope.  

In order to perform an ABC-analysis with the simulation model, some 
definitions have to be made.  ABC-analysis with simulation is based on time, 
and that is why information on resources (equipment costs, staff members’ 
hourly wages) and other constant costs for each phase of the process need to be 
defined. 

The possibilities of our simulation model do not end here; simulation can 
be used with optimization as well. These two methods can be used to define, for 
example, the optimal amount of resources for every shift. In this study optimi-
zation was not used because the amounts of different resources were quite 
small and it was possible to do the allocation effectively just by using the simu-
lation model. 
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APPENDIX 2 

SurgeryGE 
 
The distributions for SurgeryGE defined from the collected data by using the 
statistical software Stat::Fit were as follows: 
 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit.  

 

The graphical presentation of the most suitable distribution (Weibull). 
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SurgeryTrauma 
 
The distributions for SurgeryTrauma defined from the collected data by using 
the statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit.  

 

The graphical presentation of the most suitable distribution (Exponential). 
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Neurology 
 
The distributions for Neurology defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit.  

 

The graphical presentation of the most suitable distribution (Weibull).  
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Pediatric 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Weibull).  
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Internal medicine 
 
The distributions for Internal medicine defined from the collected data by using 
the statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Weibull).  
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APPENDIX 3 

SurgeryGE  
 
The distributions for SurgeryGE defined from the collected data by using the 
statistical software Stat:Fit were as follows: 
 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

In the MedModel software the Loglogistic distribution was not included in the distribu-
tion definition, which is why the second best distribution was selected to represent the 
duration of the doctor contact. This distribution was the Lognormal distribution.  

 

The graphical presentation of the most suitable distribution (Lognormal) for the doctor contact.  
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SurgeryTrauma 
 
The distributions for SurgeryGE defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Inverse Gaussian) for the doctor 
contact.  
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Neurology 
 
The distributions for Neurology defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Inverse Gaussian) for the doctor 
contact.  
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Pediatric 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the doctor con-
tact.  
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Internal medicine 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the doctor con-
tact.  
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APPENDIX 4 

SurgeryGE 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Weibull) for the final doctor con-
tact.  

 



 

 

153 

SurgeryTrauma 
 
The distributions for SurgeryTrauma defined from the collected data by using 
the statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Weibull) for the final doctor con-
tact.  
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Neurology 
 
The distributions for Neurology defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Erlang) for the final doctor con-
tact.  
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Pediatric 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Triangular) for the final doctor 
contact.  
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Internal medicine 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

The most suitable distribution for Pediatric would have been the Inverse Weibull-
distribution, but because it was not included in the MedModel software distribution 
definitions, the second best distribution was selected instead. The second best distribu-
tion according to Stat:Fit was Pearson 5. 

 

The graphical presentation of the most suitable distribution (Triangular) for the final doctor 
contact.  
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APPENDIX 5 

SurgeryGE 
 
The distributions for SurgeryGE defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the final doctor 
contact.  
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SurgeryTrauma 
 
The distributions for SurgeryTrauma defined from the collected data by using 
the statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the final doctor 
contact.  
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Neurology 
 
The distributions for Neurology defined from the collected data by using the 
statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the final doctor 
contact.  
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Pediatric 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Exponential) for the final doctor 
contact.  
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Internal medicine 
 
The distributions for Pediatric defined from the collected data by using the sta-
tistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending order of 
goodness of fit. 

 

The graphical presentation of the most suitable distribution (Inverse Gaussian) for the final 
doctor contact.  
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APPENDIX 6 

Walking to the emergency department 
 

The distributions for the walking phase defined from the collected data by us-
ing the statistical software Stat:Fit were as follows: 

 

 

Distributions given by the statistical software Stat:Fit. The results are in descending 
order of goodness of fit. 
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The graphical presentation of the most suitable distribution (Erlang) for the walking phase.  

Walking to the laboratory and analysis 
 
The distributions for walking and analysis phases defined from the collected 
data by using the statistical software Stat:Fit were as follows: 

 

Distributions given by the statistical software Stat:Fit. The results are in descending 
order of goodness of fit. 
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The graphical presentation of the most suitable distribution (Weibull)  
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